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Preface

Most network devices are constantly collecting statistics relating to the health of each interface. Network
engineers rarely have the budget, time, and resources to access this wealth of information, and very few
products exist that can help engineers detect and analyze problems before they affect users.

PathSolutions’ TotalView was created to help provide this information (collected by switches, routers,
servers, and other network devices) in an advanced and easy to use format, to identify the root cause of
network problems, and maintain maximum network performance.

Audience

Network administrators with various levels of expertise can benefit from PathSolutions’ TotalView, as the
product offers not only a rapid view of network health, but also in-depth analysis of specific issues.

To install and use PathSolutions’ TotalView, a network administrator should be able to set up a managed
switch with an IP address and an SNMP read-only community string.

Conventions
The following conventions are used in this manual:

Italic
Used for emphasis and to signify the first use of a glossary term.

Courier
Used for URLs, host names, email addresses, registry entries, and other system
definitions.

Note: Notes are called out to inform you of specific information that is relevant to the configuration or
operation of PathSolutions’ TotalView. Notes may occasionally be used to describe best
practices for using the system.

Technical Support

For technical support: Support@PathSolutions.com
(877) 748-1444 (7x24 tier 1 telephone support)
(408) 748-1777 Select 1 for tier 2 support
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Overview

PathSolutions’ TotalView is designed to disclose network weaknesses that cause data and VolP stability
issues. By monitoring all network interfaces for utilization, packet loss, and errors, it becomes easy to
determine exactly where network faults exist.

PathSolutions’ TotalView goes one step further by providing insight into the specific error or issue that is
causing degradation so a rapid resolution can be applied.

Continuous monitoring of all interfaces provides the ability to generate alerts if any interface degrades
below a level that will support VoIP services.

PathSolutions’ TotalView also maintains a history of utilization and errors on all interfaces so you can
troubleshoot VolP and network problems after they occur.

All network devices that support SNMP can be queried for link status and health information.
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Standard Features

PathSolutions’ TotalView is a Windows service that uses SNMP to monitor statistics and utilization for
each interface on switches, routers, and servers. If data-link errors or utilization rates rise above a
settable threshold, you can use the generated web pages to help you determine the source of the
network problems. This will help you to maintain a healthy network.

Immediate Current Utilization of any Link

Easily view the current utilization of any monitored network link from a web browser. No need to setup a
packet analyzer or analyzer port on your switch just to see what's happening on an interface.

Device >>10.100.36.100 Santa Clara GW
Interface Int #1 0: feil
Current Peak Interface Speed Utilization Percent
Direction Percent  Percent 100,000,000 10 £l El 4 50 B0 g B0 50 10
Rx 26.47 26.47 cEEEH 0 |

A high-water mark is kept so you can track the peak utilization of a link over time.

Daily Network Weather Reports ™

Every day, a report will be emailed to you outlining the health of your network. This helps you to keep
track of the general level of errors and overall utilization of your network.
o Keep track of utilization rates on your Internet links and other WAN links to determine if you need
to add bandwidth
e Maintain an active reminder of available interfaces (never get stuck running out of switch
interfaces as you continue to add workstations to your network)
o Network Weather Reports can be fully customized
o Easy to Understand Web-based Statistics
e PathSolutions’ TotalView collects statistics and displays them in an easy to disseminate format
via web pages
o Web-based statistics viewing allows you to check on the health of your network from any browser

Quick Setup with the Built-in Webserver

PathSolutions’ TotalView built-in web server helps to speed up installation so more time can be spent
analyzing errors rather than configuring the system.
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Web-Based Monitoring

The web pages allow you to quickly locate the interfaces that have high error rates or high utilization
rates.

Path | Gremlins | Phones | Assessment | MOS |[NENET] Favorites | Issues | Health | Top-10 | WAN | Interfaces | Tools |

Devicscsips HOTRWN) Seowees oee HoWY General [ Suppor] [ Uptime]
0S5l Services

Device Device Manage #0f Oper Oper Admin

Name IP Address Device 1/2 3 4/ 587 Int Up Down Down Location Contact
@ Santa Clara GW |10.100.36.100 |TelnetSSH WebHTTPS Sysiog®|® @ @ e 1 1 0 0 Headguarters ShoreTel
® San Francisco GW 10.100.37.100 |TeinetSSH Web HTTPS Syslog ® @ @ @ e 1 1 Q Q San Francisco ShoreTel
®|Chardonnay 10.100.38.54¢ |Telnet SSH Web HTTPS Syslog| |® |® e 28| 3 | 25 0 Santa Clara Sally Toner
® Finot 10.100.36.53 | Telnet SSH Web HTTPS Syslog |® @ 27| 12| 15 a Santa Clara Sally Toner
® Muscat 10.100.38.51 |Telnet SSH Web HTTPS Syslog ®|® 48| 6 | 42 0 Santa Clara, CA Tim Titus
® Merlot 10.100.36.48 | Teinet SSH Web HTTPS Syslog|® @ @ @ ® 31| 7| 24 a Santa Clara, CA noc@pathsolutions. com
®|Malkbec 10.100.388.75 | Telnet SSH Web HTTPS Syslog| |®|® 24| 11| 13 0 | SantaClara Sally Toner
® Sauvignon 10.100.36.20 |Telnet SSH Web HTTPS Sysiog |® @ 51| 6 | 45 a SanFrancisco,CA noc@pathsolutions.com
® | Zinfandel 10.100.36.25 |Telnet SSH Web HTTPS Syslog| |® @ ® 42| 4 | 38 2 | snmplocation who@where
® Gamay 10.100.37.2 Telnet SSH Web HTTPS Syslog . ® 25| 6 Q Santa Clara, CA Tim Titus
@®|Shiraz 10.100.37.3 Telnet SSH Web HTTPS Syslog | @ 34| 6 0 Santa Clara Sally Toner
® Barbkera 10.100.37.5 Telnet SSH Web HTTPS Syslog | @ 33| 14 aQ Santa Clara Tim Titus
. unello 10.100.37.16 |Telnet SSH Web HTTPS Syslog| |® |@ ® 31| 9 | 22 0 Sunnyvale, CA Sally Toner
®|Grenache 10.100.37.53 |Telnet SSH Web HTTPS Syslog| |® 25| 2 | 23 aQ Sunnyvale, CA noc@pathselutions.com
® Falomino 10.100.38.2 Telnet SSH Web HTTPS Syslog |® @ 27| 3 | 24 0 Sacramento Steve Sisk
®|GatewaySwitch 32.122.148.176|Telnet SSH Web HTTPS Syslog | ® 251050 020 ]
®|Cabernet 182.168.202.3 |Telnet SSH Web HTTPS Sysiog |® 37| 3 | 26 0
@ Bordeaux 1%82.168.202.4 |Telnet SSH Web HTTPS Syslog | ® 115 3 | 48 Q Sunnyvale Sally Toner

IWAN Network (8 devices)

@®| Internet 10.100.36.1 Telnet SSH Web HTTPS Syslog| |® ® @ . 2 2z 0 0 San Francisco, CA Tim Titus x4413

@ Denver 10.100.36.60 |Teinet SSH Web HTTPS Syslog & @ @ e 3 z 1 i Denver, CO noc@pathsolutions com

® Atlanta 192.168.2 Telnet SSH Web HTTPS Syslog| |® @ @ e 3 2z 1 1 | Atlanta, GA Sally Toner x 4005

@ Honolulu 10.100.36.5 Telnet SSH Web HTTPS Syslog| (& @ @ e 3 2 1 i

@ Miami 10.100.38.3 Telnet SSH Web HTTPS Sysleg| |® /@ @ * 3 z A 0

@ NewYork 192.168.201.2 |Telnet 3SH Web HTTPS Sysiog (@ ® @ e 3 2 1 1 Mew York, NY noc@pathsolutions com

#®| SCHANRIR 32.122.146.166|Telnet SSH Web HTTPS Syslog | ® @ & * 8 = 4 L]

® CisccohASh 10.100.36.4 Telnet SSH Web HTTPS Syslog . 24| 7 i7 0 Santa Clara, CA Tim Titus x111

#®|SC_Server 10.0.12.5 Telnet SSH Web HTTPS Syslog| (& @ ® 63| 44| 24 b SCIT dit@pathsolutions com

®|SC_User_ 5wl 10.0.12.6 Telnet SSH Web HTTPS Syslog| |® @ ® £5| 28| 37 7 SCIT diit@pathsolutions.com

®|SC_User SWZ2 10.0.12.7 Telnet SSH Web HTTPS Syslog| (& @ ® 65| 23| 37 b SCIT dit@pathsolutions com
Total Devices: 30 Total interfaces: 255 227 628 | 26

PathSolutions’ TotalView web pages can be viewed from any standard browser, anywhere on your
intranet.

Errors and utilization information is collected for each interface and is presented in a format that allows
you to easily determine the source of the problem.

Heuristics Analysis Engine

The errors are analyzed by an analysis engine that helps to guide you to possible solutions to the
problems with each specific interface. This gives the Network Prescription™ the ability to diagnose the
root cause of the problem without having to utilize additional tools or combine datasets from multiple
locations.
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Dynamic Network Map

PathSolutions’ TotalView includes a dynamically updating network map with zoom and a click and drag
user interface. This capability gives you an “eagle’s eye” view of what your network is doing at the
current point in time. The map updates every 5 seconds and audible alerts play when links or devices go
down so you are able to remedy the problem immediately. TotalView also provides Multiple Map Views
for Multiple Locations.

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites | Issues | Health | Top-10 | WAN | Interfaces | Tools

Los Angeles Detach
D) . Funn s

Alipore Santa Clarit
O]
o LAO F o
Angeles National Forest g 4 M1 San-
e 71 §FF 2 Ui An\nsmo‘
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PathSolutions TotalView

Quick and Easy Installation and Configuration

The initial installation and configuration can be completed in roughly 12 minutes for virtually any sized
network with the Quick Config Wizard. This wizard will automatically scan your network and configure
PathSolutions’ TotalView to monitor all of the interfaces that are discovered.

No Desktop Security Concerns

Running as a Windows service, PathSolutions’ TotalView provides benefits over console based
monitoring tools:
¢ No need to remain logged in to the console for monitoring to occur
e Desktop resources (desktop real estate and
system tray space) on the console are not used

Rapid Re-Configuration when your Network Changes

When your network changes and devices are added or removed, you can rapidly update your
configuration using the Quick Config Wizard. It will detect new interfaces, include them in your
configuration, and start monitoring again.

. Paoll frequency: 00:05:00
Solutlons TotalView Last pall 3/7/2016 4:44:46 PM
Network health: DEGRRDED (2.1%)
_Map | Path | Gremlins [ Phones | Assessment | MOS JIDERETE Favorites | Issues | Health § Top-10 | WAN | Interfaces | Tools |
Device << >> @ Healty S s General [ Support]  Uptime |
08l Services
Device Device Manage of Oper Oper Admin
Name IP Address Device 1/2/3 4 5 6 7|Int| Up Down| Down Location Contact
®|Finot|10.100.36.53 Tenet S5H Web HTTPS Syslog | ®|® 27|12 | 15| 0 | SantaClara Sally Toner
Interface << >> General [Poll | COPILLDP
Pk Peak Daily
Daily fein
Utilization Port Status
Interface IP Error Interface VLAN .
Number  Address Description Rate Tx Rx Speed  Duplex’ 1 Admin Oper
@®(Int £10002 Fals2: FastEtherneti2 (Cube A-02) 15.082%|33.054%(46.372%(10,000,000| Full |none| up up
Interface Performance Current Utilization ll Download Excel l View Advanced Stats
DETAN Weekly | Monthly |
SRS LI Percent | Peak Percent
4637kb
Tx Rx
3208EB vl .
Min 0 kbps 0 kbps
T T e e T | e e T e T A
w Avg 43 kbps 38 kbps
5 le5dkb
& Max |5,286 kbpa 8,283 kbps
o o e P P nar | | o o e P P s d
: el ﬁ N 95th 5 Kbps 1 keps
L e R 95th % 0.052% 0.015%
B Transmitted W Received Time (Hours)
Packet Loss (Errors per polling period)
19k
12k
b S| T | S —————————
u
2 6k
I R e —— o beononnomeronnd | sermermmonmmmrmeronm oo :
o I Y I -
510 1z 14 16 18 20 2z 0 2 4 & & 10 1z 14 16
W Errors W (no data] Time (Hours)
Queuing Mechanism
Undetermined
Network Prescription™
« FCS Errors exist on this interface
FCS Errors can occur when there is a cable fault. In many cases this means that the cable has noise or crosstalk. This may occur continuously if a poor quality cable is used, or intermittently if a
network cable is located near an AC power source or heavy machinery that is used infrequently. A cable tester should be deployed on this segment to investigate the exact source of this problem

«_Deferred Transmissions exist on this i
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Advanced Email Reporting

Email templates are included for devices, interfaces, and overall health monitoring. Templates can be
easily modified to include a variety of data elements.

Emailed Graphs
Graphs for any interface or device can be included in emailed reports.

Parent/Child Relationships for Outage Alerting

Parent-Child relationships can be established for each device so alerts are not generated for devices
located behind other devices. This insures that you receive outage alerts for only the specific device that
went down and not all devices behind that device.
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VoIP Assessment Features

The VolP Assessment features are the Phones, Path, Assessment, and MOS tabs. In the Tools tab, the
VolIP Tools sub-tab is also available.

Phones Tab

PathSolutions’ TotalView makes it easy to discover where all of your VolP phones are connected to the
network. The Phones tab shows each phone and the health of the connection to the network.

path

Path | Gremlins Assessment | MOS | Devices | Favorites | Issues | Health | Top-10 | WAN | Interfaces | Tools
OTEED information updated as of. 3/13/2015, 4:40:02 PM Download Excel
VolP devices discovered on the network First Previous Next Last
peak = Peak Daily
Volp Switch and interface where VolP device is Connected Daily | Utilization

VolP Device | Device MAC Error

1P Address MFG VLAN PoE Switch  Interface Interface Description Addresses Rate Tx Rx

10.100.36.164) Cisco 82 :12.94 W;.. inot Int #10017 FadiT: FastEthemetd!17 (2nd Floor Cube B-07) 2 0.000%:0.0'I_'L%?0.000%._
10.100.36.100 .ShureTe\ 82 [12.94 W:. Malbec |Int #20 ifc20 (Slot: 1 Port: 20): Nortel Ethernet Routing ﬁﬁmSSZO—Z#T—W\'RMdee-PUHZD 1 1.934% 0.072%.0.001%
10.100.36.1E87 Audiocodes| 1 = :.:Malbac Int 7 ifcT (Slet: 1 Port: 7). Mortel Ethernet Routing Switch 5520-24T-PWR Medule - Port 7 1 0.000% 0.072%:0.002%_
10.100.37.100 .ShnreTe\ a2 = ®|Shiraz |Int #24 024: Ethernet Interface (First Floor Closet 1) 1 0.000%|0.002%(0.001%
10.100.36.176 .PnM:nm faeed | 6.49 W ®|Barbera |Int £23 | fe.1.23: Unit: 1 100BASE-TX RJ45 Fast Ethernet Frontpanel Port 23 i .0.000%.0.00E% 0.000%
10.100.37.177 .Aasrra 82 6.49 W:I.Barbera Int #19 fe.1.19: Unit. 1 100BASE-TX RJ45 Fast Ethernet Frontpanel Port 19 {Aastra Phone in Guest Rm) 1 0.000% 0.002%.0.000%
10.100.37.6 .Mrte\ 82 [ 6. Int #3 ] fe.1.3: Unit.: 1 100BASE-TX RJ45 Fast Ethernet Frontpanel Port 3 (Andy Bohart Phone) 1 .0.000%.0.00E%:0.000%_
10.100.37.8 .Mrte\ 82 6.49 W:..Barbera Int #5 fe.1.5: Unit. 1 100BASE-TX RJ45 Fast Ethernet Frontpanel Port 5 (Ray ktsner Pmme)“ 1 0.000% 0.002%.0.000%
10.100.37.7 .Mrte\ 82 I €.49 W;.:Earbera Int $9 ] fe.1.9: Unit: 1 100BASE-TX RJ45 Fast Ethernet Frontpanel Port 9 (Damen Tribble Phone) hE .0.000%.0.00E%:0.000%_
10.100.37.10 | ShoreTel 82 6.49 W:..Brunallc Int #9 59 1 0.000% 0.002%.0.000%
10.100.37.101| ShoreTel 82 6.49 W @|Brunello|Int #4 4:4(To ShoreTel Phone 10.100.37.101) 1 0.000%(0.002%|0.000%
Records 1-11 of 11 displayed (25 per page)

VolP devices discovered on the network First Previous Next Last

— - —
TotalView Release 7 (6803) Copyright 2016 PathSolutions Perpetual License, licensed for 1000 interfaces
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TotalView

Path Tab

The Call Path feature displays health and configuration information of every link involved in a call from a
starting IP address to an ending IP address. This provides unprecedented visibility into any problems that

previously occurred on all involved links.

LEON Gremlins

Phones | Assessment | MOS | Devices | Favorites

(TTED 1P, MAC, and ARP information updated as of: 3/13/2015, 6:00:02 PM
Current mapping from one IP address to another IP address

Source IP Address: [10.100.36.16 x

Destination IP Address:|10.100.37.101

(ZIETL L IETM Reverse Historical | Forward Current

Mapping from 10.100.36.16 to 10.100.37.101

Inbound
Int $10015 Fa0/15: FastEthemet0/15 (Bob)

Duplex: Full
Speed: 100,000,000 bps
Peak Error Rate: 0.000%

Peak Utilization Rate: 8.304% Rx

Outbound
Int $10007 Fa0/7: FastEthemet0/7 (Connection to Denver)

Duplex: Full
Speed: 10,000, 000 bps
Peak Error Rate: 0.000%

Peak Utilization Rate: 0.910% Tx

Queuing:

Inbound

Int #1 EW0/0: Ethemet0/o

IP Address 10.100.36.60
Duplex Full

Speed: 10,000,000 bps
Peak Error Rate: 0.000%

Peak Utilization Rate: 0-638% Rz

Outbound

Int #2 Sel/d: Serlald/d

IP Address 192.168.201.1
| Duplex: -

Speed: 256,000 bps

Peak Error Rate: 0.000%

Peak Utilization Rate: 33.979% Tx

Queuing: FIFO

Inbound

Int #2 Se0/0: Serial0/0 (Link to Denver)

IP Address 192.168.201.2
Duplex: =

Speed: 256,000 bps
Peak Error Rate: 0.000%

Peak Utilization Rate: 33.875% Rx

outbound

Int #1 EW0/0: Ethemet0/o

IP Address 192.168.202.1
Duplex: Full

Speed: 100,000,000 bps
Peak Error Rate: 3.287%

Peak Utilization Rate: 0.581% Tx
Queuing: FIFO

Inbound

Current Utilization Call Path

Issues | Health | Top-10 | WAN | Interfaces

Source IP: 10.100.36.16

Pinot Switch (10.100.36.53)

Denver Router (10.100.36.60)

NewYork Router (192.168.201.2)

Tools

Note: The mapping will display the path that packets currently take. f the network configuration or state was
different at  previous pointin time, the mapping may not reflect the previous conditions.

Percentage

Percentage

S
4%
3
2%
1+

5%
as
3%
2%
1%

5%
as
34
2%
1+

i

10 12 14 16 18 20 2z
u Transuit Rate

Z 4 6 B 10 1z 14 16 18
W Error Rate  Time (Hours)

(Peak CPU utilization: 6%) Device Telnet Web,

10 1z 14 16 18 20 2z
® Receive Rate

26 810 12504 1en g
W Error Rate  Time (Hours)

10 12 14 16 18 20 2z
® Transnit Rate

Z 4 6 5 10 1z 14 16 18
W Error Rate  Time (Hours)

(Peak GPU utilization: 3%) Device Telnet Web,

10 12 14 16 18 20 22
® Receive Rate

0 2z 4 6 8 10 12 14 16 18
WError Rate  Time (Hours)

10 12 14 16 18 20 2z
® Transmit Rate

0 z 4 6 8 10 1z 14 16 18
®Error Rate  Time (Hours)

(Peak CPU utilization: 2%) Device Telnet Web,

[ i
10 12 14 16 18 20 2z

® Receive Rate

1
0z a &
mError Rate

8 10 1z 14 16 18
Time (Hours)

PathSolutions’ TotalView also permits viewing the current utilization of all links between two IP

addresses.

Solving call-in-progress problems is now easy because you have visibility into real-time usage information

of all involved links.
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PathSolutions

TotalView

QueueVision

QueueVision shows the QoS queues configured on Cisco routers that have MQC (Modular QoS CLI)

configured. This gives historical visibility into queue usage along a call path:

Inbound T e A AR s A A R g
Int #2 Fal/1: FastEthernetD/1
R S e . G5 | s
5 o e e
uplex o
S i %
peed o
X 5 T A AR A ARARARABARAGAES
Peak Error Rate: .
0%

Peak Utilization Rate: 0.037% Rx 10 1z 14 16 18 20 22

B Transmit Rate

Atlanta Router (192.168.202.2)
Class-Map: VOICE (High priority VolP RTP)

53 o

4%

3%
%

1%

Tercentage

BEAT e
W Error Rate

10 12 14 le 18
Time (Hours)

(Peak CPU utilization: 2%) Device Telnet Web

0%
10 1z 14

mIeceive

16 1& 20 22
Rate

Outbound Class-Map: class-default
Int #1 Fal/D: FastEthernetDiD
IP Address 1 B
Duplex %
Speed ,000 bps= H
i
Peak Eror Rate: 0.856% [
: o
Peak Utilization Rate: 35.302% Tx £
Queuing: WAN-EDGE (Serial Interface Policies) sl
B Ieceive Rate
Utilization
o
o
o
£
i
o
o
o
a
10 1z 14 18 18 EZ0 ZE
mEReceive Rate
Trhaund

[u Fa 4 & a8
mError Pate

10 12 14 1& 18
Time (Hours)

i 4 & a8
W Error Rate

10 1Z 14 1& 18
Time (Hours)

[u] e 4 € 2
W Error Rate

1o 12 14 le 18
Time (Hours)
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PathSolutions TotalView

QueueVision also shows the match criteria to use each queue if you click on the interface:

Class-Map: VOICE (High priority VolP RTP)

L I R R R P PR T
4% .....................................................................................................
2
a BE | e R R e e R
I R S Match dscp ee (45)
b L& [rrrrrrrrr e b R
Ay
0%

10 12 14 16 18 20 22 0 2 4 6 8 10 1z 14 16 18
H Receive Rate W Exrror Rate Time (Hours)

Class-Map: class-default

BRI et

2 Bkb .................................................... I ...................................................

ZARE e I -------------------------------------------------
] R [ I — - Match any
i :

8 10 12 14 16 18 20 22 0 2 4 6 8 10 12z 14 16
B Transmitted B RBeceived Time (Hours)

Queuing Mechanism
MQC (Modular QoS CLI)

PolicyMap(1) WAN-EDGE (Serial interface policies)
ClassMap(2) VOICE (High priority VoIP RTP)
matchStatement(3) Match dscp ee (45)
queueing(4)
ClassMap(2) class-default
matchStatement(3) Match any
queueing(4)
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Assessment Tab

PathSolutions’ TotalView with the assessment module also gives you the ability to acutely analyze your
bandwidth constrained links and their QoS configuration on the Assessment tab.

path

Path | Gremlins | Phones MWLELLEEGELIE MOS | Devices | Favorites | Issues | Health | To Interfaces | Tools
Bandwidth constrained interfaces Comprehensive Assessment Report
) _Maximum Status
Interface IP Interface Queueing Simultaneous

Name Number Address Description Speed Configuration Calls Admin Oper
Denver Int #2 1921682011 | Se0/0: Seriald/0 256,000 First In First Out (FIFO) 3 up up
Denver |Int #3 Se0/1: Seriald/1 1,544,000 Weighted Fair Queuing (WFQ) 23 down |down
Atlanta Int #3 Se0/0: Serial0/0 1,536,000 Weighted Fair Queuing (WFQ) 23 down |down!
Honolulu Int #1 S5e0/0/0: Serial0/0/0 1,544,000 Weighted Fair Queuing (WFQ) 23 down |down
Atlanta Int #3 Se0/0: Serial0/0 1,536,000 Weighted Fair Queuing (WFQ) 22 down down
NewYork Int #2 1921682012 | Se0/0: Serial0/0 (Link to Allanta) 256,000 Weighted Fair Queuing (WFQ) 3 up | up
NewYork Int #3 Se0/1: Serial0/1 (Link to Sunnyvale) 1,544,000 Weighted Fair Queuing (WFQ) 23 down down |
SCWANRTR Int #5 T1 0/0/0: T1 0/0/0 1,544,000 Undetermined 23 up |down
SCWANRTR Int #6 T1 0/0/1: T1 0/0/1 1,544,000 Undetermined 23 up | down
SCWANRTR Int #7 38.104.140.182 Se0/0/0:0: Serial0/0/0:0 1,536,000 Weighted Fair Queuing (WFQ) 23 up |down
SCWANRTR Int #8 38.112.59.94 | Se0/0/1:0: Serial0/0/1:0 1,536,000 Weighted Fair Queuing (WFQ) 23 up |down
SCWANRTR Int #9 169.254.249.30 Tul: Tunnelt 9,000 FirstIn First Out (FIFO) 0 up up ‘
SCWANRTR Int #10 169.254.249.26 Tu2: Tunnel2 9,000 FirstIn First Out fFIFO) 0 up up
Recommendations

+ Weighted Fair Queuing (WFQ) is employed
Weighted Fair Queuing should not be utilized on links slower than 10megs in a VolP environment, as it does not provide adequate prioritization for VolP
packets. Custom gueuing or Modular Qos CLIshould be enabled to ensure bandwidth protection for VolP packets. |
+ First In First Out (FIFO) Queuing is employed
FIFO Queuing should not be utilized on links slower than 10megs in a VolP environment, as it does not provide any prioritization for VolP packets. Custom
queuing or Modular Qos CLIshould be enabled to ensure bandwidth protection for VolP packets.

P P
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces
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PathSolutions TotalView

VolP Tools

Network Address Translation

Network Address Translation can cause one-way voice problems. PathSolutions’ TotalView provides a
unique tool “Check Address Translation” to help determine if NAT is occurring.

path

Ma Path | Gremlins | Phones | Assessment | MOS || Devices | Favorites | Issues | Health | Top-10 | WAN | Interfaces

LU:LEIE) IP, MAC, and ARP information updated as of: 3/13/2015, 4:40:02 PM
DLETGGEGRS SN Download IP, MAC, and ARP information to a spreadsheet

IP to MAC Search | MAC to Interface Search | MAC to IP Search | Subnets JR'([z 5

Use these tools to validate and troubleshoot VolP Networks.

VolP Call Simulation Client Download Call Simulation client (email link)

Check Address Translation Check for address translation from a web client to this server (email link)

B B S m—
TotalView Release 7 (6803) Copyright ©2016 PathSclutions Perpetual License, licensed for 1000 interfaces
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TotalView

Call Simulator

A VolIP Call Simulation Client is provided to help assess the capability of your network. Various numbers
of calls can be simulated and the performance of the network can be evaluated during the simulation.

3.% Call Simulator (Registered to 10.100.36.17:8084) =L
From: [10.100.36.17 to [10.700376 Stop | | Saveresut |
hd ode; IEn.:I-t.:.-end hezt ;I Call Fath | Send statisticsl
Codec: [G.711 (Gdkbits)  _~| Calls: |ﬂ = - DSEP;IEID_

= 20.4
=1
Skles
|
| DSCP| Lo
=915%
I I:Iru:ler| ) j . e
=70 mz
Latency .- I8 ms
=0 mz
=78 ms
Jitter =39 mz
gy [ -0ms
=111%
Loss w- BB X
A benn casaalie e b b e S — | T
Y 44
MOS ” e
III|IIIII|IIIII|IIIII|IIIII|IIIII|--I
-500" -4'00" -3oo- =200 - 100" -0M00™
< 2l 2]
Latency: 48 mz  Time: 22205 40739 PM  Invalid DSCP: 0.0%
Jitter: 2 mz  Call ratio; 20,0 Outk aof order:; 00z
Logs: 86%  MOS: 15 E it

Device Latency, Jitter, Loss, and MOS Score

PathSolutions’ TotalView is able to provide visibility into the DSCP, Packet Order, Latency, Jitter, Packet

Loss, and MOS score for any monitored device.

With this feature, you can monitor network devices that are in remote offices and have continuous

visibility into the capabilities of the connection to that office.
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TotalView

Power over Ethernet Monitoring
PoE allows you to watch the status and monitor the power usage for your PoE switches to make sure that
you are not getting close to limitations of the switch. It also monitors the power draw for each port on the
switch so you can determine where high-power drawing devices are connected to and quickly determine

any power faults.

Note:

PoE Historical Utilization can be optionally tracked over time by enabling data retention of PoE

stats. This permits organizations to track their power usage and generate reports showing when
and where additional power is being drawn from PoE switches. See Appendix B on how to
enable reporting and how to extract data from the database.

Device << >> ® Healthy
Device Device
Name 1P Address

VoIP Gateways (2 devices)

°
«
o

5

a
Y

a
2
o

3

I

@
£}
=
1S
i
o
S
w
&
i
o
3

®|san Francisco GW 10.100.37.100

Suppressed

®issue 2 Comm fail

Rating

(Watts)

[ General | Traffic JLEIW STP Y Inventory [ Description | Support ] Financials ] Uptime |

Power Supply (PSU)

Present
Consumption

% Power
Utilization

Alarm
Threshold

Distribution Network (16 devices)

® Chardonnay 10.100.36.54
® Pinot 10.100.36.53
® Muscat 10.100.36.51
® Merlot 10.100.36.48
® Malbec 10.100.36.75
® sauvignon 10.100.36.20
® zinfandel 10.100.36.25
® Gamay 10.100.37.2
®|shiraz 10.100.37.3
@ Barbera 10.100.37.5
®|Brunello 10.100.37.16
® Grenache 10.100.37.53
® Palomino 10.100.38.2

® GatewaySwitch
® Cabernet
® Bordeaux

32.122.148.176
192.168.202.3
192.168.202.4

WAN Network (8 devices)

®|Internet

10.100.36.1

® Denver 10.100.36.60
e Atlanta 192.168.202.2
®|Honolulu 10.100.36.5
®|Miami 10.100.38.3
® NewYork 192.168.201.2

®|SCWANRTR

32.122.148.166

(Core Network (4 devices)

® CiscoASA 10.100.36.4
®/5¢C_Server 10.0.12.5
®/sc_User_swl 10.0.12.6
®/SC_user_sW2 10.0.12.7

—eeeeeee
TotalView Release 7 (6803) Copyright 62016 PathSolutions

—
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Spanning Tree Monitoring

Knowing what your network is doing at Layer-2 helps to prevent unknown glitches from occurring. By
tracking STP information at the switch level as well as the interface level, it's easy to determine when your
last STP root bridge election occurred, and which device is acting as the root bridge. Also know which
interfaces are active as well as listening so you don’t cause a reconfiguration by disconnecting the wrong
interface.

Device <= == Sthan__ Sswiimied Slen 7 conmal [General Trammc] Poc Jyig [support] FinanciaisY Uptime
Topology
Device Device Root Root Hold P
Name IP Address Protocol Version Priority Last change Changes Root Bridge Cost Port Time
® Santa Clara GW 10.100.36.100
® San Francisco GW 10.100.37.100
@ Chardonnay 10.100.36.5 ieee8021d 32768 8 days 22:45:48.65 500028c0dad9b608|400029 Int #15 600
® Pinot 10.100.36.53 ieee8021d = 32769 8 days 55.00 21 500028c0dad9b608| 29 Int #6 100
® Muscat 10.100.36.51 ieee8021d el 32768 0 days 116527 27 500028c0dad9b608/200029 Int #2 300
® Merlot 10.100.36.48 ieee8021d = 32768 0 days 27 500028c0dad9b608| 29 Int #23 100
® Malbec 10.100.36.75 ieee8021d el 32768 0 days 32 500028c0dad9b608 10 Int #17 100
® Sauvignon 10.100.36.20 ieeed021d = 32768 1 days Z 500028c0dad9b608 39 Int #7 100
® zZinfandel 10.100.36.25 Unknown = 32769 0 days 164 500028c0dad9b608 43 Int #436244480 1
® Gamay 10.100.37.2 ieee8021d = 32768 0 days 16 Barbera 19 Int #24 300
® shiraz 10.100.37.3 ieee8021d = 32768 8 days 1 Barbera 38 Int #1 100
@ Barbera 10.100.37.5 ieee8021d Unknown 32768 8 days 10 Barbera 0 = €00
® Brunello 10.100.37.16 ieee8021d = 32768 8 days 3 Barbera 200000 Int #7 600
® Grenache 10.100.37.53 ieee8021d = 32768 0 days 0 Barbera 18 Int #35 100
@ Palomino 10.100.38.2 ieee8021d o 32769 7 days 10 Palomino 0 - 100
® GatewaySwitch 32.122.148.176 ieee8021d = 49152 0 days 23 GatewaySwitch 0 - 100
® Cabernet 192.168.202.3 ieee8021d 32768 8 days 23 42.18 1 Bordeaux 19 Int #1 100
® Bordeaux 192.168.202.4 ieee8021d rstp 32768 8 days 22:44:53.86 T Bordeaux 0 100
® Internet 10.100.36.1
® Denver 10.100.36.60 = = = o = oo = - =
® Atlanta 192.168.202.2 = = = B = o = e =
® Honolulu 10.100.36.5 = = = = = o = - =
® Miami 10.100.38.3 = = = = = o = = =
® NewYork 192.168.201.2 = = = = = o = S =
® SCWANRTR 32.122.148.166
® CiscoASA 10.100.36.4 = = =
®/5C_Server T0.0:19.8 - - 32768 - 0 0 - 0
® SC_User_SWl 10.0.12.6 = = 32768 = 0 0 S 0
®/SC_User_SW2 Fheg 2y - - 32768 - 0 0 - 0
R _
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces
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Inventory

Managing your network inventory has never been easier. For any make/model of device discovered on
your network, Manufacturer, Model, Serial Number, Hardware, Firmware, and Software details are now
reported on the inventory tab.

Dovicaddnh Sttty  eowoessw okme  joommsl [Genera ] Trtrc Y Po Y s [ ot [Support] Financiais JUptime]
Inventory
—— [o— Download Excel Code Revision
Name IP Address Manufacturer Model Serial Num Hardware Firmware Software

VoIP Gateways (2 devices)

® santa Clara GW

10.100.36.100 |ShoreTel, Inc

®/san Francisco GW 10.100.37.100 |ShoreTel, Inc
Distribution Network (16 devices)

® Chardonnay
®|Pinot

®|sauvignon
@ zinfandel

® Barbera

® Brunello

® Grenache

® Palomino

® GatewaySwitch
® Cabernet

® Bordeaux

10.100.36.54  Hewlett-Packard
10.100.36.53 |CISCO SYSTEMS, INC.
10.100.36.51  Nortel Networks
10.100.36.48  Extreme Networks
10.100.36.75  Nortel
10.100.36.20 |Avaya
10.100.36-25 Cisco Systems, Inc.
10.100.37-2  ADTRAN, Inc.
10.100.37.3 NETGEAR
10.100.37.5  |Enterasys Networks, Inc.
10.100.37.16  Hewlett-Packard
10.100.37.53 |CISCO SYSTEMS, INC.
10.100.38.2 |cisco
32.122.148.176 cisco
192.168.202.3 H5B2SB1
192.168.202.4  D-Link Corporation

WAN Network (8 devices)

®|Internet
® Denver

e Atlanta
®|Honolulu
® Miami

® NewYork
® | SCWANRTR

10.100.36-1  [Cisco
10.100.36-60 |Cisco
192.168.202.2 Cisco
10.100.36.5 |Cisco
10.100.38.3  |Cisco
192.168.201.2 Cisco
32.122.148.166 Cisco

(Core Network (4 devices)

®/Cisconsa

® 5C_User_SWl
® SC_User_sw2

10.100.36.4 cisco Systems Inc.
AoRaei2Es Hewlett-Packard
10.0.12.6 Hewlett-Packard
10.0-12.7 Hewlett-Packard

J9019A
WS-C3560-24PS-S
470-48T

800138
5520-24T-PWR
4850GTS-PWR+
NSK-C5020P-BF
1200500L1
GST24TP
A2H124-24P
J9087A

WS-C3550-24PWR-SMI

WS-C2924-XL

PowerConnect 3424

DXS3250

2621 chassis

CN720WXOPB.
CAT0947R1GA
ACCA002PX
0531G-00251
SDNIT2075K
12JP512HT0HE
SSI13490F6)
62368789
1WW8265M002BC
08133832225E
CN124ZROLD

CATO718Z2GH
FAB0343R191
CN-0UJ393-28298-744-0058
BH7Q15B000649

JAD0626CGIC (3208410732)

00.01.02

Do
120EWC17
00.00.01
00.00.01

0x00

2610 chassis JAB0333026P (1953273289) 0x202
2621XM chassis FTX0921COMG st
CISC02811 FTX1044A378 Vo3
CISC02851 FTX1031A21Z vo3
2610 chassis JAD0418016T (4052845898) 0x203
CISCO2811 FTX1218A2T1 Vo5
ASAB505 JMX143540LX vos
J9147A SG108IROMS5 Rev0
J9147A SG108IROMG Rev0
J9147A SG108IROND Rev0

Q1002
12.2(55)SE1
3607

5003
5.62.1

n
10.10
01.00.50
R10.06

12.2(44)SE6
120(E)WC17
10101
10025

12.2(81)

124(1r)

101213
W14.04
WA404
W14.04

Q1167
12.2(55)SE1
v36408
7636
v5.06.026
5.63.025

13.15.00
V52.0.11
03.03.02.0002
RA1.107

12.2(44)SE6

20020
11.0.11

15.1(4)M8,

8.2(1)
W1438
W.1438
W1438

——
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Description

You can optionally manually enter a description for any or all of your devices using the “Devices” tab in
the Config Tool.

Device << >> ® Healthy Suppressed ®lssue 2 Comm fail [PoE S Il Support ] Financials } Uptime |
Device Device Internal
Name IP Address Device Description

VolP Gateways (2 devices)
® santa Clara GW 10.100.36.100 ShoreGearl
® San Francisco GW 10.100.37.100 ShoreGear2 i

Distribution Network (16 devices)

@ Chardonnay 10.100.36.54  Switch - HP ProCurve 251024

® Pinot 10.100.36.53 | Switch - Cisco Catalyst 3560

® Muscat 10.100.36.51 | Switch Nortel Baystack 470-48T

® Merlot 10.100.36.48  Switch - Extremem Network Summit 300

® Malbec 10.100.36.75  Nortel Baystack 552024

@ sauvignon 10.100.36.20  Sauvignon - Avaya Switch

® zinfandel 10.100.36-25 | Cisco Nexus

® Gamay 10.100.37.2  Switch Adiran / NetVanta 1224

® shiraz 10.100.37.3 Switch- NetGear GS724TP

® Barbera 10.100.37.5 | Switch- Enterasys A2H124

@ Brunello 10.100.37.16 Bruenello Switch - HP ProCurve 2610

® Grenache 10.100.37.53

@ palomino 10.100.38.2  Cisco Catalyst Switch 3550

® GatewaySwitch  32.122.148.176 Device

® Cabernet 192.168.202.3

@ Bordeaux 192.168.202.4

® Internet 10.100.36.1 | Router

® Denver 10.100.36-60  Router - Cisco 2600

e ntlanta 192.168.202.2 | Router Cisco 2600

®|Honolulu 10.100.36.5 | Cisco Router 2800 - Hawail

® Miami 10.100.38.3  |Cisco2851

® NewYork 192.168.201.2 Router - Cisco 2600

| SCWANRTR 32.122.148.166 Device

® CiscoAsA 10.100.36.4

®|sc_server Ao Device

® 5C_User_SWl 10.0.12.6 Device

®|5C_User_sw2 0825 Device

—

TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 in
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Support

The Support tab provides Contract ID, Expiration Date, and Contract Phone number for your devices.
You can enter this information using the “Device” tab in the Config Tool for easy access to this
information in one location.

Device << >> SiHes, by i  General | =3 Support [GIENGED (T
Support Contract
Device Device Expiration Contract Contract
Name IP Address Date D Phone

VolP Gateways (2 devices)
® santa Clara GW [10.100.36.100 12/31/2016 RU8-22312 800-555-3200 i
® San Francisco GW 10.100.37.100 12/31/2016 RU8-22312 800-555-3200
Distribution Network (16 devices)

| o Chardonnay 10.100.36.5 10/31/2017 HK89-312 800-555-0911
o|pinot 10.100.36.53 10/31/2017 108-3121-00-3208
® Muscat 10.100.36.51 10/31/2017 1J08-3121-00-3208
@ Merlot 10.100.36.48 10/31/2017 1J08-3121-00-3208
® Malbec 10.100.36.75 - e
®/sauvignon 10.100.36.20 E =
® zinfandel 10.100.36.25 o v
® Gamay 10.100.37.2 12/31/2017 KRO7-8718-12-7301
® Shiraz 10.500.37 -3 12/01/2017 RE-7281-383
@ Barbera 10.100.37.5 12/01/2016 RE-7281-383
® Brunello 18.100.37-16 12/01/2016 RE-7281-332
® Grenache 10:100:.37.53 i = s
® Palomino 10.100.38.2 s s o
® GatewaySwitch 32.122.148.176 12/31/2017 KR07-8718-33-7183 888-555-1321
® Cabernet 182.168.202.3 s s il
® Bordeaux 192.168.202.4
WAN Network (8 devices)
® Internet 10.100.36.1 12/31/2017 KR07-8718-12-7301 888-555-1321
® Denver 10.100.36.60 02/01/2017 127-726-321UV56
® Atlanta 192.168.202.2 02/01/2017 127-726-321UV56
® Honolulu 10.100.36.5 = =
® Miami 10.100.38.3 = =
® NewYork 182 B a0lc2 12/31/2017 KR07-8718-12-7301
® SCWANRTR 32.122.148.166 12/31/2017 KR07-8718-33-7182
(Core Network (4 devices)
® CiscoASA 10.100.36.4
®/5¢C_Server 10.0.12.5 = XF-827A2-212 888-555-3415
® SC_User_SWl 10.05.12.6 = XF-827RZ-212 888-555-3415
®/SC_user_sW2 10.0.12.7 = XF-827R2-212

—_— o

TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces
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Financials

The Financials tab provides financial operation information about your equipment. Ensure that you aren’t
running equipment older than expected while gaining insights into the operational costs of your network.
You can see the Manufacturer Date, when the device was Deployed, Procurement Cost, Amortization
Months, Annual Support Cost, and Monthly Operating Cost.

Device << >> ® Healthy
Device Device
Name IP Address

VoIP Gateways (2 devices)
® santa Clara GW [10.100.36.100
® San Francisco GW 10.100.37.100
Distribution Network (16 devices)

@ Chardonnay 10.100.36.54
®|Pinot 10.100.36.53
® Muscat 10.100.36.51
® Merlot 10.100.36.48
@ Malbec 10.100.36.75
® sauvignon 10.100.36.20
@ zinfandel 10.100.36.25
® Gamay 30.100.37.2
®|shiraz 10.100.37.3
® Barbera 10.100.37.5
@ Brunello 10.100.37.16
® Grenache 10.100.37.53
® Palomino 10.100.38.2

Suppressed

®lssue

MFG
Date

5/14/2007
11/21/2005
8/1/2005
11/30/2009
6/4/2006
3/24/2008
6/13/2011

4/28/2003

Jicommen [ General | Traffic [ PoE | STP JInventory J Description | Support IZLELEETY Uptime |
Compliance Costs

Deploy Procurement Amort Annual Monthly

Date’ Cost Months Support Cost Operating Cost
12/31/2011 $3,435 48 $168 $85.56
12/31/2011 $3,435 48 $168 $85.56
10/31/2012 $983 48 $57 $25.23
10/31/2012 $3,482 48 $230 $91.71
10/31/2012 54,362 48 $259 $112.46
10/31/2012 52,450 18 5128 561.71
12/31/2012 5890 48 551 522.79
12/01/2012 $582 48 $35 $15.04
12/01/2011 52,350 48 5120 $58.96
12/01/2011 $765 48 $42 $19.44
12/31/2012 $892 48 $18.58

® GatewaySwitch 32.122.148.176
TE2LTRR2D2IS
® Bordeaux 192.168.202.4
WAN Network (8 devices)

® Cabernet

®|Internet 10.100.36.1
® Denver 10.100.36.60
e Atlanta 192.168.202.2
®|Honolulu 10.100.36.5
@ Miami 10.100.38.3
® NewYork 192.168.201.2

® SCWANRTR 32.122.148.166
(Core Network (4 devices)

® Cisconsa 10.100.36.4
®sC_server 10.0.12.5
®/sC_User_swl 10.0.12.6
®/5C User_Sw2 10.0.12.7

10/25/1999

6/24/2002
8/16/1999
5/23/2005
10/29/2006
7/30/2006

5/1/2000
4/28/2008

8/30/2010
2/21/2011
2/21/2011
2/21/2011

12/31/2012
02/01/2012
02/01/2012

12/31/2012
12/31/2012

2/1/2013
2/1/2013
2/1/2013

Totals:

51,280
51,280
51,280

51,280
5767

$4,520
$4,520
54,520

543,073

48 5135 $37.92
48 5135 $37.92
48 5135 $37.92
48 5135 $37.92
48 543 $19.56

60 5267 $97.58
60 5267 $97.58
60 5267 $97.58

52,642 51,061

TotalView Release 7 (6803) Copyright 62016 PathSolutions
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Uptime
The Uptime tab allows you to see uptime information and when a device last rebooted. You can aid in
troubleshooting any device that goes down.

TotalView

Device << == SHea, Siwpres) Sileaie JrGommtal [PoE | STP | [ Financials RV
Uptime
Device Device SNMP | SNMP Daily Weekly Monthly Yearly
Name IP Address | Version Reliability Uptime Uptime Uptime Uptime Device Last Reboot
)
1 ® Santa Clara GW 10.100.36.100 SNMPV2C 99.75%| 100.000% 100.000% 99.756% 97.495% 8 days 22: :06.00
® San Francisco GW 10.100.37.100 SNMPV2C 99.24% 99.939% 99.110% 93.805% 65.412% 8 days 22:47:11.00
® Chardonnay 10.100.36.54 SNMPV2C 99.04% 100.000% 100.000% 99.512% 99.495% 8 days 22:45:55.60
® Pinot 1D:100:36:.53 SNMPV2C 99.20% 100.000% 100.000% 99.756% 98.041% 8 days 22: :08.89
® Muscat 10.100.36.51 SNMPV2C 99.32% 100.000% 100.000% 99.505% 97.993% 8
® Merlot 10.100.36.48 SNMPV2C 99.14% 100.000% 100.000% 99.695% 98.205% 8
® Malbec 10.100.36.75 SNMPV2C 98.84% 100.000% 100.000% 99.746% 97.759% 8
® Sauvignon 10.100.36.20 SNMPV2C 99.27% 100.000% 100.000% 99.727% 97.834%
® Zinfandel 10.300.36.25 SNMPV2C 99.19%| 99.998% 99.978% 99.690% 98.388%
® Gamay 0100372 SNMPV2C  95.65% 97.880% 95.446% 92.729% 78.237%
® shiraz 10.300.37.3 SNMPV2C 96.90% 98.624% 97.066% 94.800% 80.637%
® Barbera 10.100.37.5 SNMPV2C  95.24% 97.800% 95.300% 92.868% 77.085%
® Brunello 10.300.37.16 SNMPV2C 95.64%| 97.937% 95.798% 91.500% 74.549%
@ Grenache 10.100.37.53 | SNMPV2C| 96.56% 98.629% 95.890% 93.:959% 93.427%
® Palomino 10300383 SNMPV2C 98.66% 100.000% 100.000% 99.512% 98.780%
® GatewaySwitch 32.122.148.176 SNMPV2C 98.85% 99.990% 99.668% 98.890% 96.968%
® Cabernet 192.168.202.3 SNMPV2C 97.86% 99.141% 97.656% 96.244% 93.198%
® Bordeaux 192.168.202.4 SNMPV2C 99.16% 99.920% 99.573% 98.578% 95.371% days s Z
® Internet 10.100.36.1 SNMPV2C 99.94% 100.000% 100.000% 99.756% 96.612% 225 days 06:42:02.56
® Denver 10.100.36.60 SNMPV2C 99.79% 100.000% 100.000% 99.756% 94.363% 8 days 22:44:30.00
® Atlanta 192.168.202.2 SNMPV2C 96.25%| 98.668% 94.961% 88.732% 64.634% 8 days 22: ¥
® Honolulu TOLA00 36,5 SNMPV2C 99.92% 100.000% 100.000% 99.512% 98.751% 8 days 21:
® Miami 10.100.38.3 SNMPV2C 99.83% 100.000% 100.000% 99.512% 99.512% 8 days 22:46:31.91
® NewYork 192.168.201.2 SNMPV2C 99.93% 100.000% 100.000% 99.756% 79.844% 8 days 22:44:13.97
® SCWANRTR 32.122.148.166 SNMPV2C 99.91% 100.000% 99.741% 99.195% 95.759% 225 days 06: =
® CiscoASA 10.100.36.4 SNMPV2C 99.96% 99.995% 99.995% 99.751% 97.793% 8 days 22:44:30.00
® SC_Server i B o G o o SNMPV2C 99.28% 100.000% 99.756% 99.266% 96.207% 225 days
® SC_User_SWl . 0.32.6 SNMPV2C 99.27%| 100.000% 99.756% 99.268% 96.571% 225 days
®/5C_User_ SW2 TRD 3257 SNMPV2C| 99.27% 100.000% 99.756% 99.266% 96.578% 225 days
Total Devices: 30 Avg] 98.60% 70 days
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Requirements

The PathSolutions’ TotalView Service installs on a Windows server (or workstation acting as a server),
and can be viewed from web browsers on the network. The following are requirements for the server
and the client web browser.

Server Requirements

The system requirements may be low, depending on the size of your network. As your network grows,
you may need to increase the base system requirements.

Small Network Server Requirements

For networks 1,000 interfaces or less, the following hardware requirements are required:
v" Pentium 1ghz processor or faster (Virtual server is fine)

40 MB of free disk space

256 MB of RAM for the service (512 MB RAM minimum for the server)
100 MBPS Network Interface Card

Runs on both 32 and 64 bit Windows deployments

AN N NN

Operating systems: Windows 2000 Server/Advanced Server
Windows Server 2003
Windows Server 2008
Windows Server 2012
Windows 2000 Professional
Windows XP Professional
Windows Vista
Windows 7
Windows 8
Windows 10

Medium Network Server Requirements
For networks with more than 1,000 interfaces, but less than 25,000 interfaces, the following hardware

requirements are suggested:
v" Pentium 1ghz processor or faster (Virtual server is fine)
1 GB of free disk space
2 GB of RAM for the service (4 GB RAM minimum for the server)
100 MBPS Network Interface Card
Runs on both 32 and 64 bit Windows deployments

NN

Operating systems: Windows 2000 Server/Advanced Server
Windows Server 2003
Windows Server 2008
Windows Server 2012
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Large Network Server Requirements

For networks with more than 25,000 interfaces, the following hardware requirements are suggested:
v" Dedicated hardware (Virtual server not recommended)

Pentium 1 GHz processor or faster

10 GB of free disk space

8 GB of RAM

1gbps Network Interface Card

4 x 15,000k rpm hard drive in a hardware RAID-V configuration
64 bit Windows Server

Operating systems: Windows Server 2008
Windows Server 2012

AN N N N N

Virtual Server Requirements

Running the solution on a virtual server is fully supported for deployments below 25,000 interfaces. The
server should be configured with a fixed (static) MAC address for licensing purposes.
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Installation

Installation and configuration of PathSolutions’ TotalView takes roughly 12 minutes for most networks.

You must have a valid PathSolutions’ TotalView License to use the software. This will usually arrive in
the form of an email from PathSolutions:

pathSolutions

Don't Turtle Your Network

PathSolutions License

Thank vou for acquiring PathSolutions software.

Custocmer Name: Rukies

Start date: 2/9/2015 12:00:00 AM
End date: 2/24/2015 12:00:00 RM
Interfaces: 1000

It is recommended that you register on the PathSolutions website to be informed of updates and new
features as they are released.

Requirements

s Make sure that the computer where the software is installed meets the system reguirements.
s All network switches, routers, gateways, and servers should have |IF addresses and SMMP
read-only community strings configured. SNMP configuration assistance for certain devices

is available on our website, or contact supporti@PathSolutions.com.

Installation

1. Download and run the installer:
hitp-fwww PathSolutions. com/downloadTotal\ViewS(RE00E6 ). msi

2. Afterthe program is installed, the QuickConfig wizard will run. Enter the following
information into the QickConfig wizard to activate the license:

Customer number: 1508060
Customer location: HQ

If vou have any questions, please contact Suppornti@FathSolutions.com or call us at 1-877-748-1444.

License information can be obtained from your PathSolutions reseller or directly from PathSolutions.

PathSolutions license support: 1-877-748-1777
Support@PathSolutions.com

To set up PathSolutions’ TotalView on your machine, use the provided link in the email to download the
latest version from the PathSolutions website.

PathSolutions’ TotalView should be installed on a server or workstation that has a permanent connection
to the network.
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QuickConfig Wizard

Double-click on the installation program and follow the instructions on the screen. The Quick Config
Wizard will auto-configure PathSolutions’ TotalView for you and begin monitoring in just a few minutes.

The QuickConfig Wizard has four steps after Activation:

Step 1: Network Address Ranges
Step 2: SNMP Community Strings
Step 3: Issue Thresholds
Step 4: Emailed Reports

After installation is complete, PathSolutions’ TotalView will scan your network for devices and begin
monitoring.
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Activation

You will be asked to enter your subscription information to activate your subscription.

_
18 TotalView QuickConfig Wizard [

Activation

I order ko activate your licenze, you will need to provide a
cuztomer number, customer location, and pour contact
infarmation. T kig infarmation will be validated against our
subzcription server to activate vour license.

Custormer Mumber: IEH 0334

Customer Location: IL.fl'-.Ei

Contact Marme: IHuI:uy Fojasz

Contact Phone: |4EIB-5EIE-8354

Contact Email: Iruby@gemstunes[ Com

MAC Address: | 78-2b-ch-bE-d7-dB

<<Erevinus| Heuts» | Cancel

Enter all fields from your subscription email.

Note:

exactly as they are specified in the subscription email.

Customer Number and Customer Location fields are case sensitive. These fields must be entered
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Step 1: Network Address Ranges

The first step allows you to specify the network range or ranges that should be scanned to discover
network devices such as switches and routers.

18 TotalView QuickConfig Wizard [

Step 1 of 4: Network Address Hanges

The QuickConfig \Wizard can scan pour network, for devices
to rnonitor. All interfaces on each device will be monitored.

Specify the network, address ranges that should be scanned.

Mew Addrezs Range

Stating: | 10 . 100 . 37 . 1

Endng | 10 . 100 . 37 . 254

Group:  |Default Add

Solutions

Addresz Ranges to be Checked

192.168.201.1 - 192.169.201.254 [Default

1921682021 - 192.168.202 254 [Default
.

<< Previous MHewts> | Cancel |

L

Enter a starting IP address and an ending IP address for each network range that should be scanned. A
group name can be assigned to each IP address range that is added.

Note:

Note:

Note:

Run the Quick Config Wizard once with just a couple of subnets and notice the results. Then you
can re-run the Quick Config Wizard and add successive subnets.

The list of what PathSolutions’ TotalView discovers can be examined and adjusted with the
Configuration Tool.

If a device is in the Network Address Range to be monitored but does not appear on the Device
List Page in TotalView:

1) Use the Poll Device to see if it communicates via the SNMP string. If it Does respond to SNMP
via the Poll Device:

2) The next thing to check is that your Number of Interfaces does not exceed your Licensed
Interface Count. Your Interface Count can be seen at the Bottom of the “Device” page. If your
Interface Count is fine:

3) Check the SwMonlgnore.cfg file to make sure it was not set to be ignored. The
SwMonlgnore.cfg file can be found in C:\Program Files (x86)\PathSolutions\TotalView.

Click "Next" to continue.
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Step 2: SNMP Community Strings

The second step allows you to select what SNMP read only community strings should be used with this
scan.

~
18 TotalView QuickConfig Wizard [

Step 2 of 4: SNMP Community Strings

Specify the SHMP read only commurnity strings [SHMP
pazzwiordz] that are uged on devices in pour network, Theze
will be uzed to access interface information on pour devices.

— Mew Commurity Sting
IEIWEkS

Community ztrings to be checked

public Delete
expol23d

tove Lp

LLE

i ove Dowe

[ Alzoty SMMPY if o responze from SMPy2c

<<Erevinus| MHewts> I Cancel |

Enter all of the SNMP read-only community strings that are used in your network to help ensure that
network devices are identified.

Note: On Cisco devices, the “@” sign should not be used in a community string as it is reserved for
special use in fetching bridge tables with the Cisco’s Community String Indexing feature.

Click "Next" to continue.
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Step 3: Issue Thresholds

The third step will ask what thresholds to use for determining if your network is healthy or not:

-
%% TotalView QuickConfig Wizard

2|

Step 3 of 4: Issue Thresholds

Tataliew tracks utlization and error rates for each network,
interface on vour network,

Ta help vau quickly determine if paur nebwork, is healthy, yau
can zet thregholdz for error rates and utilization,

M etwark, ztatug will be declared 'Degraded’ if any network,
interface has:

An emor rate greater than I EE percent

- |:|r -
A peak utilization rate greater than I EDE: percent

These defaultz should provide a good starting paint for most
networks,

<<Erevinus| MHewts> I Cancel

If an interface has an error rate higher than 5%, network status will be changed to 'Degraded'.

If an interface has a peak utilization rate (transmitted or received) over 90%, network status will be

changed to 'Degraded'.

These numbers can be adjusted to suit your specific network environment and your tolerance for errors.

Click "Next" to continue.
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Step 4: Emailed Reports
The fourth step will ask if you want to receive daily emailed network 'Weather Reports':

*;E TotalView QuickConfig Wizard I,—gh,l

Step 4 of 4: Emailed Reports

Tataliew can emall a daily netwark, "wWeather Beport' to
help vou keep track of your netwark, health,

Do you want to receive these reports? & Hed O Mo

Send to; |rubyruias@gemstunes.mm
Example: jdoe@hotmail. com, Abi@anl. com

Send from: |repurts@pathsnlutinns.u:u:um

Solutions

Example: nocietcompary,. com

Mail server IP address; |10.100.46.3

[or DN name] E xample: mail.company. com

Test
<< Previous MHewts> | Cancel |

L

Enter the Internet SMTP email addresses that should receive the daily report. You can enter multiple
email addresses by using a semicolon, comma or space character between each email address.

Enter the email address that these messages should be sent from (make sure to use an Internet SMTP
email address -- e.g. bob@company.com). If the email address does not exist, the email will bounce
back to the "Send from" user's mailbox.

You will need to enter the IP address or DNS hostname of your SMTP mail server address. This mail
server should allow SMTP forwarding if you intend to send to individuals at other domain names. See
Appendix C for additional information on SMTP email forwarding.

After entering this information, you can click "Test" to send a test email. If there is a problem sending an
email, you will be presented with detailed information how to resolve the problem.

Click "Finish" to complete the wizard.
After clicking "Finish", the wizard will scan the network ranges for network devices that support SNMP.
The monitoring service will be started, and you will be presented with a web page displaying which

devices are being monitored.

That is all that is necessary to install and configure the program. You should be able to immediately
analyze errors on your network.

The network Weather Report emails are sent out at midnight local time, detailing the status of your
network for the previous day.
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Re-Configuring when your Network Changes
If you have new interfaces on your network, you can re-run the Quick Config Wizard to scan your network
and determine what changes have occurred.

To re-run the Quick Config Wizard, click on "Start". Then choose "Programs", "PathSolutions",
“TotalView", and "Quick Config Wizard".

You don't have to change any configurations already set with the Quick Config Wizard. Just click "Next"
to every screen and the network will be scanned for new interfaces.
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Automatic Re-Configuration

The Quick Config wizard can be run in automatic mode from a scheduled task if it is desired for new
devices to be automatically discovered on a regular basis.

MonitorWizard.exe /a

When run in automatic mode, the program will not ask any questions but will scan the previous IP
address ranges, will use the previous SNMP community strings, and add any new devices to the service.
The service will then be stopped and then re-started to have the new devices added.

To change what IP address ranges and SNMP community strings are used in the automatic scan, edit the
wizard.ini file:

/#10.100.47.1 - 10.100.47.254 [Default]/
/#10.100.56.1 - 10.100.56.254 [Default]/
/#192.168.136.1 - 192.168.136.10 [Edge Network
/#192.168.110.1 - 192.168.110.10 [Edge Network
/public/

1/
1/

Make sure all slashes /" and pound signs ‘# are maintained.
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TotalView

Using the Web Interface

Navigation Map

The PathSolutions’ TotalView Web layout is easy to follow, and easy to navigate between switches and
interfaces.(UPDATE)

1

Map

Path Phones

Assessment

MOS

Devices

Favorites

Issues

Health

Top-10

WAN

Interfaces

Gremlins

r

Device
Details

Y

Interface

Details «

v

v

v

Daily
Health

Weekly
Health

\j
Monthly
Health

Yearly
Health

—

Half Duglex

Trunk Pérts

>10 Meg

10 Meg

100 Meg

1 Gig

Tools

Oper
Down

Admin
Down

Unknown
Protocols

i 20 2

IP to
MAC
Search

MAC to
Interface
Search

MAC to
P Networks

VolP
Tools

'

v

P4

Errors

Transmitters

Receivers

Latency Jitter

Loss

Calls

The top row of the navigation map includes a number of tabs that define different areas of the product.

Web Page Headers

At the top of each web page, general information is displayed: Polling Frequency, Last Poll Time, and
Network Health.

Tabs

Navigating using the web interface is accomplished by using the tabs at the top of the web page:

| Assessment

VICEEl Devices

Favorites

| Issues

| | Interfaces ||

Each tab covers a specific area relating to the health of your network.
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Map

TotalView’s Dynamic Network Map will tell you what is working and not working within 5 seconds of an
outage. Multiple maps and locations can be created for display.

TotalView’s Dynamic Network Maps provide audible and visual cues that are designed to instantly alert
you of network issues. Visual cues indicate the utilization level—links will show as a thin green line if
lightly utilized and become thicker as network utilization increases while a thick red line indicates heavy
utilization. Links will change to a thick black line if the link is down.

Ping points are also available to show if a device is reachable or not, adding further validation of network
stability. Audible alerts play when links or devices go down so you can know what’s happening
immediately and start to remedy the problem.

. Poll frequency: 00:05:00
Solutions TotalView Last poll 3/7/2016 4:44:46 PM
Network health: DEGRADED (2.1%)
[ZTQ Path | Gremlins | Phones | Assessment | MOS [ Devices | Favorites | Issues | Health | Top-10 | WAN [ Interfaces | Tools | .
[ Overview | World | Los Angeles Deta :
E/entura L Simi Valiey X T AR & & - Detach Link
omis. P H |
o G @) SDNMLEY, - LTS enta Monts Mt Baldy Crestline
el e a Cresenta-Monirose D
Oxnard  iRinns T W
VAN NU Altadena
©) Thousand Burbank &
Oaks s i8)
Port Huener anta Monica SHERMANOARS Muscey | (12
i f Calabasas Glendae—RaSAIENET ey D iacte - Glahtora. Go) Gy
o (21) " 'San Marino  Mayflowey, ~F
Naval Base (2) ) YORTHEASTS Village San Dimas Rancho San Rlnar
Ventura County < . Topanas HOLLWEQO\NEOSANGELES Alhambra s Claremont__ Cucamonga Fontata
Point Mugu State Park Santa Monica Mountains Beverly Hills T West Covina o Sl Blosiiglon—LColton
- National Recreation Area A o) Los Al jeles Valiada Romona
©) P a
= - East [os = iamofd:Bal i | GrandTerrace
Malibu Santa Monica i Krfejes P ““\La Puente Diamohd.Ba ohino se}
Park Il
Marina_\Park-Windsor | Huptington e Chino Nills Jurupa Valley
Del fey Hills Fark Whittier Heights
s iE Eastvale {
inleweod 1. s AT L © i Riverside -
estmof owney (s 0
up Lynwond Ry La Habra 1 €hino Hills State Park, INpreo
Hawthorne W @ - ;
Manhattan\, Gardena C9dPton Norwali )  Vorba Lind
ardena a4 ‘'orba Linda for =
Bch @ Bellfower, "G, e D e Woodrest |
Lakewood | ; pae -]
Torrance @ Anaheim ElCerrito
Palos Verdes ] B 2653 Villa Park Lake Matthéws Estelle
[Estates:./ Tomits : = A Grande al Mountaif Reserve
> P /Lohg Beach » North Tustiy w
Rancho i lestminster (61) s 2
Palos Verdes SAN PEDRO. Seal Beach Santa Anf 261, ilverado @
Fountain O © y
Valley 54 (i53)
%G, Irvine 4 Canyoft
Huntington ) 2a7) _ Trabuco Lake Elsinore
Beach WhiLake Forest ™" Lakeland
L Vitlara
State is up to date 858724
_ —
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces.

Links and Ping Points can be added to this map via the “Config Tool”. To pinpoint locations for adding
lines, use the XY coordinates indicated / right corner of the web page. See pages 154-156 for more
details on using the “Config Tool” to create links on the map.

To pan around the map, click and drag anywhere on the background of the map. To zoom in or out on
any section of the map use the + or — feature on the top left of the map screen.

Click on any line to display a Daily Graph for the monitored interface.

You can use the “Detach” link in the upper right corner to open a detached view of the network map for
XY Coordinates full page viewing.

Legend Line Color Description
Green <10% utilized (lightly utilized)
Yellow ~50% utilized
Red >90% utilized (heavy utilized)
Black Interface is down
White Communication failure (could not read interface
status)
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(UL World | San Francisco | Los Angeles . Detach

Fetching DEMO data -152:96

TotalView Release Pyl athSolutions Perpetual License, fcensed for 1000 mieaces
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Devices Tab
The Device tab view shows you a list of your monitored network devices and information about each.

General Sub-tab
The “General” sub-tab allows you to manage the device as well as learn about the device capabilities.

° Poll frequency: 00:05:00
Solutions TotalView Last poll 3/7/2016 4:44:46 PM
Network health: DEGRADED (2.1%)
" Map | Path | Gremlins | Phones | Assessment | MOS (WSS Favorites | Issues | Health | Top-10 | WAN | Interfaces | Tools |
Device ® Healthy Suppressed ® lssue 2 Comm fail RS Traffic | PoE ] STP ] Inventory ] Description ] Support ] Financials ] Uptime
08I Services
Device Device Manage #of Oper Oper Admin
Name IP Address Device 1234567 Int Up Down Down Location Contact

VoIP Gateways (2 devices)

@ santa Clara GW  10.100.36.100 TelnetSSHWebHTTPS Sysiog @@ @ ® @ 1| 1 | 0 | 0 | Headquarters ShoreTel
® San Francisco GW 10.100.37.100 |Telnet SSHWeb HTTPS Sysiog @@ @ ® e 1| 1 | 0 | 0 | SanFrancico ShoreTel
Distribution Network (16 devices)

® Chardonnay 10.100.36.54 | TelnetSSHWeb HTTPS Syslog |® ® | ® 28| 3 | 25| 0  SantaClara Sally Toner
® pinot 10.100.36.53 | Telnet SSH Web HTTPS Syslog | ® ® 27|12] 15| 0 |SantaClra Sally Toner
® Muscat 10.100.36.51  Telnet SSH Web HTTPS Syslog ® ® 48] 6 42 0 | SantaClara, CA Tim Tius
® Merlot 10.100.36.48  Telnet SSH Web HTTPS Syslog @@ e/ | ® 31| 7 | 24 0  SantaClara, CA noc@pathsolutions.com
® Malbec 10:100:36.75 Telnet SSH Web HTTPS Syslog | ® ® 24|11| 13 0 Santa Clara Sally Toner
@ sauvignon 10.100.36.20 | Telnet SSH Web HTTPS Syslog  ® @ 51 6|45 0 | SanFranciscoCA noc@pathsolutions.com
® zinfandel 10.100.36.25  Telnet SSH Web HTTPS Syslog @ ® e 42 438 0  somplocation who@where
® Gamay 10.100.37.2  TelnetSSHWeb HTTPS Syslog | ® ® 25 6|19 0 | SantaClara CA Tim Titus
® shiraz 10.100.37.3 | Telnet SSH Web HTTPS Syslog | ® 34 620 0 |SantaClra Sally Toner
® Barbera 10.100.37.5  |Telnet SSH Web HTTPS Syslog | ® 3314/ 19 0 |SantaClara Tim Titus
@ Brunello 10.100.37.16 TelnetSSHWeb HTTPS Sysiog ® ® | ® 31 9 | 22 0  Sunnyvale,CA Sally Toner
® Grenache 10.100.37.53 Telnet SSH Web HTTPS Syslog | ® 25/ 2|23 0 | Sumnyvale,CA noc@pathsolutions.com
® palomino 10.100.38.2 Telnet SSH Web HTTPS Syslog | ® ® 27| 3| 24 0 Sacramento Steve Sisk
® GatewaySwitch  32.122.148.176 Telnet SSHWeb HTTPS Sysiog @ 25| 5 |20 0
® Cabernet 192.168.202.3 Telnet SSH Web HTTPS Syslog | ® 37/ 3|26 0
® Bordeaux 192.168.202.4 Telnet SSH Web HTTPS Syslog | ® 115 3 48 | 0 | Sunnyvale Sally Toner
® Internet 10.100.36.1 Telnet SSH Web HTTPS Syslog ® @ ® . 2 2z 0 0 San Francisco, CA Tim Titus x4413
@ |Denver 10.100.36.60  Telnet SSH Web HTTPS Syslog | ® ® ® e 3 2 1 1 | Denver,CO noc@pathsolutions.com
® Atlanta 192.168.202.2 Telnet SSH Web HTTPS Syslog | ® ® ® e 3 2z 1 1  Atlanta, GA Sally Toner x 4005
@ |Honolulu 10.100.36.5 Telnet SSH Web HTTPS Syslog @ @/ @ e 3 2 1 1
® Miami 10.100.38.3 Telnet SSH Web HTTPS Syslog @ @ e 3 2 1 0
® NewYork 192.168.201.2 Telnet SSH Web HTTPS Syslog | ® ® ® = 3 2 X 1 New York, NY noc@pathsolutions.com
® SCWANRTR 32.122.148.166 Telnet SSH Web HTTPS Syslog |® @@ | @ 8 4| 4 0
® Cisconsa 10.100.36.4 | Telnet SSH Web HTTPS Syslog | ® 24 717 0 |SantaClara CA Tim Ttus x111
®SC_Server 0. U025 Telnet SSH Web HTTPS Syslog | ® | @ e 68 44 24 7 |scim diit@pathsolutions.com
®/SC_User_swl 10.0.12.6 Telnet SSH Web HTTPS Syslog | | @ e 65 28 37 7 scIT diit@pathsolutions.com
@ 5C User_SW2 05T Telnet SSH Web HTTPS Syslog @ |® | |» 65| 28| 37| 7 scIT dit@pathsolutions.com
Total Devices: 30 Total interfaces: 855 227 628 26
e s
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

The first column includes a green dot, red dot, yellow dot, or a ? Status indicator. If a device has an
interface that is healthy, the status for the device will be green. If a device has an interface that is
degraded (utilization or error rate is higher than the configured threshold), the status for the device will be
red. An interface will be yellow if an interface is manually marked as suppressed by the user.
Suppressing an interface can be done by clicking on the status (colored dot) and selecting to suppress
that particular interface. A red ? will be shown if there is communication failure with that device.

The first column will show a Green, Red, or Yellow Dot. A Green dot means the device is healthy, a Red
Dot means the device is degraded according to your Issue Thresholds, and a Yellow dot means that the
device has been suppressed to not display as degraded.

The Device Name (programmed into the switch as the system name, hostname, or sysName) is displayed
in the second column. To change this, you should login to the device and change the device’s internal
name (hostname) or "sysName". Refer to the device manufacturer’'s documentation to determine how to
change this information.

If you click on the device name, it will link to a summary of the device, listing all of the interfaces that exist
on the device, along with detailed information about the device. Refer to the "Interface Summary" section
on page 49.

The managed IP address of the device is listed in the third column.

The Manage Device column includes links to Telnet, SSH, Web, and HTTP into the device, as well as the
syslog information received from the device.
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The OSI Services column includes information relating to the OSI services that the device provides. A
layer-2 switch would display as providing OSI layer 2 services. A router would display as providing layer
2 and layer 3 services.

The # of Int column displays the total number of interfaces on the device.

The Oper up column displays the total number of operationally up interfaces on the device. These
Interfaces are in use.

The Oper down column displays the total number of operationally shut down interfaces on the device.
These interfaces are not in-use and will have an inactive link light.

The Admin down column displays the total number of administratively shut down interfaces on the device.
These interfaces have been manually disabled by the network administrator and will not function if a node
is connected to the interface.

The Location column of information displays the location of the device. This information is configured on
the switch as the location or "sysLocation" of the device. Refer to the device manufacturer’s
documentation to determine how to change this information.

The Contact column of information displays the contact for the device. This information is configured on
the device as the contact or "sysContact" of the switch. Refer to the device manufacturer’s
documentation to determine how to change this information.

Note: If PathSolutions’ TotalView reads an email address in the sysContact field, it will create a web link
to the email address.
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Traffic Sub-tab

The “Traffic” sub-tab displays information about the device’s packets and broadcasts seen:

Device <= == Sty Sswnisned Skos Tcomnel Tramc (A SR [support] FinancialsY Uptime]
Avg Daily Avg Daily Avg Daily Last Poll
Device Device Packets Broadcasts Broadcast Rate Broadcast Rate
Name IP Address Tx Rx Tx Rx Tx Rx Tx Rx
® Santa Clara GW 10.100.36.100 %4k 75k| Q 167k 0.263% 68.863% 0.000%| 66.517%
® San Francisco GW 10.100.37.100 81k 69k Q 11k 0.153% 14.419% 0.302% 16.474%
® Chardonnay 10.100.36.54 76k 77k 30k 265k 28.855% 77.405% 2.970% 67.436%
® Pinot 10.100:36.53 9,339% 9,407k 0 0 0.000% 0.000% 0.000% 0.000%
® Muscat 10.100.36.51 1,846k 1,838k 1,124k 300k 37.848% 14.037% 36.984% 10.738%
® Merlot 10.100.36.48 2,717k 2,719k 478k 311k 14.969% 10.274% 20.416% 12.363%
® Malbec 10.100.36.75 3,543 3,517k| 2,491k 572k 41.422% 13.987% 35.727% 11.259%
@ Sauvignon 10.100.36.20 4,990k 4,976k 11,610k 212k 69.939% 4.096% 69.939% 4.097%
® Zinfandel 10.300.36.25 87k 89k 64k 968k 42.439% 91.544% 5.603% 72.840%
® Gamay 10.100.37.2 94k 106k 315k 195k 77.066% 64.652% 40.579% 29.991%
® shiraz 10.300.37.3 236k 237k 181k 17174 43.395% 42.827% 33.479% 32.728%
@ Barbera 18100375 873k 873k 1,773k 410k 66.999% 31.984% 45.884% 15.216%
® Brunello 10.300.37.16 831k 843k 385k 333k 31.665% 28.342% 13.875% 12.286%
® Grenache 19:100.37:53 201k 134k 3k 99k 1.471% 42.444% 1.209% 38.453%
® Palomino 10300383 129k 134k 1] 0 0.000% 0.000% 0.000%| 0.000%
® GatewaySwitch 32.122.148.176 36,661k 36,624k 238k 14k 0.646% 0.041% 0.262% 0.025%
® Cabernet 192.168.202.3 1,350k 1,360k 64k 57k| 4.533% 4.073% 1.887% 1.705%
® Bordeaux 192.168.202.4 1,727k 1,744k 104k 13k 5.723% 0.782% 2.620% 0.347%
® Internet 10.100.36.1 1,672k 1,700k Sk 1,411k 0.561% 45.362% 0.042% 5.229%
® Denver 10.100.36.60 1,945k 1,933k 4k 196k 0.250% 9.213% 0.116% 4.762%
® Atlanta 192.168.202.2 1,092k 1,074k 12k 15k| 1.109% 1.376% 0.402% 0.741%
® Honolulu TOLA00 36,5 145k 1251 9k 191k 6.376% 60.339% 2.705% 37.200%
® Miami 10.100.38.3 27k 9k ] 0 0.000% 0.000% 0.000% 0.000%
® NewYork 1921682012 1,976k 1,956k| 5k 15k| 0.277% 0.805% 0.123% 0.392%
® SCWANRTR 32.122.148.166 17,597 28,303k 9k 1k 0.054% 0.006% 0.015% 0.002%
® CiscoASA 10.100.36.4 908k 1,095k 173k 493k 16.049% 31.055% 31.421% 47.240%
®/SC_Server B 15 176,113k 176,040k 131,920k 6,216k 42.827% 3.411% 8.963% 0.342%
® SC_User_SWl . 0.32.6 46,551k 27,858k 77,674k 6,227k 62.526% 18.269% 28.592% 2.079%
®/SC_User_ SW2 TR 12 16,883k 35,467k 89,578k 6,215k 84.141% 14.912% 33.599% 2.650%
Tnim PathSolutions Perpetual License, licensed for 7000 ImierTaces

This permits you to determine the average daily broadcast rate and compare it to the last poll broadcast
rate to help identify devices that are transmitting or receiving a high level of broadcasts.

Note: If a device is transmitting a high percentage of broadcasts, it is more likely that one of its
interfaces is receiving a high percentage of broadcasts from one of its ports, and then transmitting
those broadcasts to all interfaces on the device. Click on the device and look for interfaces that
are receiving a high broadcast rate to determine the device that is broadcasting.
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PoE Sub-tab

The “PoE” tab shows information on the status and power consumption of the devices, the percentage of
utilization that is running, and the level of alarms that have been set to alert you if power is running low.

Device << >>  Heckty Stppsesed Sl TCommi PoE [ Support ] Financials J Uptime |
Power Supply (PSU)
Device Device Rating Present % Power Alarm
Name IP Address Group Status (Watts) Consumption Utilization Threshold

VolP Gateways (2 devices)

1 ® Santa Clara GW 10.100.36.100 = - - v, = -
® san Francisco GW 10.100.37.100 = - - = = e
® Chardonnay 10.100.36.54 - - - = = S
@ Pinot 10.100.36.53 1 Oon 370w 25w 7% -n/a-
® Muscat 10.100.36.51 - - - " = 5
® Merlot 10.100.36.48 5 on 376 W w 1% 90
® Malbec 10.100.36.75 & on 320w ow 0% 80%
® Sauvignon 10.100.36.20 1 855 W w 0% 8
® Zinfandel 10.100.36.25 - - - = -
® Gamay 10.100.37.2 = - = -

@ shiraz 10.100.37.3 1 on 192 w ow 0% 95%
® Barbera 10.100.37.5 1 on 39w 17w 443 11%
@ Brunello 10.100.37.1% i F on 406w 4w 1% 80%
® Grenache 10.100.37.53 = - - = = -
@ Palomino 10.100.38.2 1 Oon 360 W ow 0% -n/a-
® GatewaySwitch 32.122.148.176 = - - - - -
® Cabernet 192.168.202.3 = - - = - -
® Bordeaux 192.168.202.4 = - - - - -
® Internet 10.100.36.1 = - - = - -
® Denver 10.100.36.60 = - - - - -
® Atlanta 192.168.202.2 = - - = - -
® Honolulu 10.100.36.5 = - - - - -
® Miami 10.100.38.3 = - - - - -
® NewYork 192.168.201.2 = - - = - -
® SCWANRTR 32.122.148.166 = - - - - -
® CiscoASA 10.100.36.4 - - - - - -
®|sc_server NS - = = = - -
®/sC_User_Swl 10.0.12.6 - - - - - n
®[sC_User_sw2 IR - = = = - -
_
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

This allows you to quickly determine if there are any high-power drawing devices that are connected to
the switch or if there are any power faults.
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STP Sub-tab

The “STP” tab shows the device’s Spanning Tree information:

Device << == SHea, Siwpres) Sileaie JrGommtal @3 s® [ Financials J Uptime |
Topology
Device Device Root Root Hold
Name IP Address Protocol Version Priority Last change Changes Root Bridge Cost Port Time
‘ ® Santa Clara GW 10.100.36.100
® San Francisco GW 10.100.37.100
® Chardonnay 10.100.36.5: ieee8021d 32768 8 days 22:45:48.65 500028c0dad9b608 400029 Int #15 600
® Pinot 10.100:36.53 ieee8021d o 32769 8 days 21:47:55.00 21 500028c0dad9b608 29 Int #6 100
® Muscat 10.100.36.51 ieee8021d = 32768 0 days 04:50:16.27 27 500028c0dad9b608 200029 Int #2 300
® Merlot 10.100.36.48 ieee8021d ol 32768 0 days 04:48:10.00 27 500028c0dadSb608 29 Int #23 100
® Malbec 10.100.36.75 ieee8021d = 32768 0 days 04:50:17.386 32 500028c0dadSb608, 10 Int #17 100
@ Sauvignon 10.100.36.20 ieee8021d = 32768 1 days 2372 2 500028c0dad9b608 39 Int #7 100
® Zinfandel 10.300.36.25 Unknown o 32769 0 days 164 500028c0dadSb608, 43 Int #436244480 1
® Gamay 10.100.37.2 ieee8021d = 32768 0 days 16 Barbera 19 Int #24 300
® shiraz 10.300.37.3 ieee8021d o 32768 8 days % Barbera 38 Int #1 100
@ Barbera 18100375 ieee8021d Unknown 32768 8 days 10 Barbera 0 B 600
® Brunello 10.300.37.16 ieee8021d o 32768 8 days 3 Barbera 200000 Int #7 600
® Grenache 19:100.37:53 ieee8021d - 32768 0 days 1] Barbera 19 Int #35 100
® Palomino 10300383 ieee8021d - 32769 7 days 10 Palomino 1] - 100
® GatewaySwitch 32.122.148.176 ieee8021d - 49152 0 days 06 4753 23 GatewaySwitch 1] - 100
® Cabernet 192.168.202.3 ieee8021d o3 32768 8 days 23:11:42.18 3 Bordeaux 19 Int #1 100
® Bordeaux 192.168.202.4 ieee8021d rstp 32768 8 days 22:44:53.86 T Bordeaux 1] 100
® Internet 10.100.36.1
® Denver 10.100.36.60 - - - - - - - - -
® Atlanta 192.168.202.2 - - - - - - - - -
® Honolulu TOLA00 36,5 - - - - - - - - -
® Miami 10.100.38.3 - - - - - - - - -
® NewYork 1921682012 - - - - - - - - -
® SCWANRTR 32.122.148.166
® CiscoASA 10.100.36.4 - - -
®/SC_Server B 15 - - 32768 - 0 0 - 0
® SC_User_SWl . 0.32.6 - - 32768 - ] 1] - 0
®/SC_User_ SW2 TR 12 - - 32768 - 0 0 - 0
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for ‘m interfaces

Determine when your last STP root bridge election occurred and which device is acting as the root
bridge. Also know which interfaces are active as well as listening so you don’t cause a reconfiguration by
disconnecting the wrong interface.
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Inventory Sub-tab

The “Inventory” tab shows details about a device’s internal information. For any make/model of device
discovered on your network, the Manufacture Date, Model, Serial Number , Hardware, Firmware and
Software OS revisions are reported.

Device << >> STa, S i 3 €@ Inventory Support ] Financials | Uptime |
Inventory
— [rem— Download Excel Code Revision
Name IP Address Manufacturer Model Serial Num Hardware Firmware Software

VoIP Gateways (2 devices)
® Santa Clara GW 10.100.36.100 ShoreTel, Inc
® San Francisco GW 10.100.37.100 ShoreTel, Inc
Distribution Network (16 devices)

® Chardonnay 10.100.36.54  Hewlett-Packard J9019A CNT20WX0PB Q1002 Q1167

® Pinot 10.100.36.53 |CISCO SYSTEMS, INC. WS-C3560-24PS-S CAT0947R1GA Vo5 12.2(55)SE1 12.2(55)SE1
® Muscat 10.100.36.51  Nortel Networks 470-48T ACC1002PX #01 3607 v3.6.4.08

® Merlot 10.100.36.48  Extreme Networks 800138 0531G-00251 00-04 7636

® Malbec 10.100.36.75  Nortel 5520-24T-PWR SDNIT2075K 32 5003 V5.0,6.026
@ sauvignon 10.100.36.20 |Avaya 4850GTS-PWR+ 12JP512HTOHE 10 5621 V5.6.3.025
® zinfandel 10.100.36.25  Cisco Systems, Inc. N5K-C5020P-BF SSI13490F6) 00

® Gamay 10.100.37.2  ADTRAN,Inc 120050011 62368789 1 1 13.15.00

® shiraz 10.100.37.3  NETGEAR GS724TP 1WW8265M0028C 00.01.02 1010 V52011

® Barbera 10.100.37.5  Enterasys Networks, Inc. A2H124-24P 081338322256 01.0050 03.03.02.0002
® Brunello 10.100.37.16  Hewlett-Packard J9087A CN124ZROLD R10.06 R11.107

® Grenache 10.100.37.53 CISCO SYSTEMS, INC.

® Palomino 10.100.38.2  cisco WS-C3550-24PWR-SMI CAT071822GH D0 12.2(44)SE6 12.2(44)SE6
® GatewaySwitch  |32.122.148.176/cisco WS-C2924-XL FAB0343R191 12.0(5)WC17 12.0(5)WC17

® Cabernet 192.168.202.3 H5B2SB1 PowerConnect 3424 CN-0UJ393-26298-744-0058 000001 10101 20020

® Bordeaux 192.168.202.4 D-Link Corporation DXS3250 BH7Q158000649 000001 10025 11011

® Internet 10.100.36.1  [Cisco 2621 chassis JAD0626CGUC (3208410732) 0x00

® Denver 10.100.36.60 |Cisco 2610 chassis JAB0333026P (1953273289) 0x202

® atlanta 192.168.202.2 [Cisco 2621XM chassis FTX0921COMG T 12.2(81)

® Honolulu 10.100.36.5  [Cisco CISco2811 FTX1044A378 Vo3

® Miami 10.100.38.3  |[Cisco ClSCo2851 FTX1031A21Z Vo3 12.4(1) 15.1(4)Ms,
® NewYork 192.168.201.2 [Cisco 2610 chassis JAD0418016T (4052845898) 0x203

@ SCWANRTR 32.122.148.166/Cisco CISCO2811 FTX1218A2T1 \3

® Cisconsa 10.100.36.4 cisco Systems Inc. ASAB505 JMX143540LX vos 101213 82(1)

® 5C_Server U125 Hewlett-Packard J9147A SG108IROMS Rev 0 W.14.04 W.1438

® SC_User_SWl 10.0.12.6 Hewlett-Packard J9147A SG108IROMG Rev 0 W.14.04 W.1438

@ SC_User_SW2 i -3 T Hewlett-Packard J914TA SG108IRONO Rev 0 W.14.04 W.1438

e ey
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An Inventory Excel spreadsheet can be downloaded by clicking on the “Download Excel” button.
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Description Sub-tab
The Description tab shows the description that you manually entered in the “Config Tool” for the device.

Device << >>  Heckty Stppsesed Sl TCommi [PoE [ STP | LEEEILN Support | Financials | Uptime
Device Device Internal
Name IP Address Device Description

VoIP Gateways (2 devices)

® santa Clara GW 10.100.36.100 ShoreGearl
® San Francisco GW 10.100.37.100 ShoreGear2
Distribution Network (16 devices)

[ ] Chardonnay 10.100.36.54 Switch - HP ProCurve 2510-24

® Pinot 10:100:36.53 Switch - Cisco Catalyst 3560

® Muscat 10.100.36.51 Switch Nortel Baystack 470-48T

® Merlot 10.100.36.48 Switch - Extremem Network Summit 300

® Malbec 10.100.36.75 Nortel Baystack 5520-24

® sauvignon 10.100.36.20  Sauvignon - Avaya Switch

® Zinfandel 10.100.36.25  Cisco Nexus

® Gamay 10100312 Switch Adtran / NetVanta 1224

@ shiraz 10.100.37.3 Switch - NetGear GS724TP

® Barbera 10100375 Switch - Enterasys A2H124

@ Brunello 10.100.37.16 Bruenello Switch - HP ProCurve 2610

® Grenache 191003753

® Palomino 10300383 Cisco Catalyst Switch 3550

® GatewaySwitch 32.122.148.176 Device

® Cabernet 192.168.202.3

® Bordeaux 192.168.202.4

® Internet 10.100.36.1 Router

® Denver 10.100.36.60 Router - Cisco 2600

® Atlanta 192.168.202.2 Router Cisco 2600

® Honolulu TOLA00 36,5 Cisco Router 2800 - Hawaii

® Miami 10.100.38.3 Cisco 2851

® NewYork 192.168.201.2 Router - Cisco 2600

® SCWANRTR 32.122.148.166 Device

® CiscoASA 10.100.36.4

®|sc_server T 0=02 05 Device

®/sc_User_swl 10.0.12.6 Device

®/SC_User_sw2 U5 T Device

J— _
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If a device goes offline and all that you see is a red ?, you will no longer see any SNMP device name or
information. Manually typing in a Device Description using the Config Tool will allow you to see a
description on what device went offline.
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Support sub-tab
The “Support” tab will display support contract information for each monitored device:

Device << >> S, ek ol [ General [PoE ] BULLLY Financials § Uptime |
Support Contract
Device Device Expiration Comract Contract
Name IP Address Phone
VoIP Gateways (2 devices)
®/santa Clara GW |10.100.36.100 12/31/2016 RUB-22312
®|san Francisco GW 10.100.37.100 12/31/2016 RUB-22312
Distribution Network (16 devices)
| Chardonnay 10.100.36.5 10/31/2017 HKB9-312 800-555-0911
®|pinot 10.100.36.53 10/31/2017 1508-3121-00-3208
@ Muscat 10.100.36.51 10/31/2017 1508-3121-00-3208
@ Merlot 10.100.36.48 10/31/2017 1508-3121-00-3208
® Malbec 10.100.36.75 - =
@ sauvignon 10.100.36.20 E =
@ zinfandel 10.100.36.25 - -
® Gamay 10.100.37.2 12/31/2017 KRO7-8718-12-7301
® shiraz 10.100.37.3 12/01/2017 RE-7281-383
®|Barbera 10.100.37.5 12/01/2016 RE-7281-383 800-555-1213
®|Brunello 10.100.37.16 12/01/2016 RE-7281-332 800-555-3122
®|Grenache 10.100.37.53 = E =
®|Palomino 10.100.38.2 = = =
@ GatewaySwitch  32.122.148.176 12/31/2017 KRO7-8718-33-7183 888-555-1321
®|Cabernet 192.168.202.3 = = =
®|Bordeaux 192.168.202.4
WAN Network (8 devices)
®|Internet 10.100.36.1 12/31/2017 KRO7-8718-12-7301 888-555-1321
® Denver 10.100.36.60 02/01/2017 127-726-3210v56
®|Atlanta 192.168.202.2 02/01/2017 127-726-3210V56
e|Honolulu 10.100.36.5 = = =
o|Miami 10.100.38.3 = = =
® Newvork 192.168.201.2 12/31/2017 KRO7-8718-12-7301 888-555-1321
®|SCHANRTR 32.122.148.166 12/31/2017 KRO7-8718-33-7182 888-555-1321
(Core Network (4 devices)
® Ciscoasa 10.100.36.4
®/sC_server 10.0.12.5 = XF-827R2-212 888-555-3415
® 5C_User_Sil 10.0.12.6 - KE-827A2-212 888-555-3415
® sC_User_sW2 003747 = XF-827R2-212
_
TotalView Release 7 (6803) Copyright ©2016 PathSolutions. Perpetual License, licensed for 7000 mierfaces

This information can be entered via the Configuration Tool.

The system will send an email if any of the support contracts are within 30 days of expiration to help
make sure support contracts don’t lapse.
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Financials

The Financials tab provides financial insights into the operational costs of your network in one location.
You can add additional information to manage inventory and track and amortize operational costs and
compliance requirements. Ensure that you aren’t running equipment older than expected.

Enter and track when a device was Deployed, Procurement Cost, Amortizations Months, Annual Support
Cost, and Monthly Operating Cost.

Device << >> ® Healthy Suppressed ®lssue 2 Comm fail [PoE ] TP | Financials (T
Compliance Costs
Device Device MFG Deploy Procurement Amort Annual Monthly
Name IP Address Date Date Cost Months Support Cost Operating Cost
| ® Santa Clara GW 10.100.36.100 - 12/31/2011 $3,435 48 s$168 $85.56
® San Francisco GW 10.100.37.100 - 12/31/2011 $3,435 48 $168 $85.56
® Chardonnay 10.100.36.54 5/14/2007 10/31/2012 $983 48 B57F 525.23
® Pinot 1D:100:36:.53 11/21/2005 10/31/2012 $3,482 48 $230 s91.71
® Muscat 10.100.36.51 - 10/31/2012 $4,362 48 5259 $112.46
® Merlot 10.100.36.48 8/1/2005 10/31/2012 $2,450 48 5128 $61.71
® Malbec 10.100.36.75 - -
® Sauvignon 10.100.36.20 - -
® Zinfandel 10.300.36.25 11/30/2009 =
@ Gamay 0100372 6/4/2006 12/31/2012 $890 48 55 $22.79
® shiraz 10.300.37.3 - 12/01/2012 $582 48 535 $15.04
® Barbera 10.100.37.5 3/24/2008 12/01/2011 52,350 48 $120 $58.96
® Brunello 10.300.37.16 6/13/2011 12/01/2011 $765 48 $42 $19.44
@ Grenache 28100370553 = =
® Palomino 10300383 4/28/2003 %
® GatewaySwitch 32.122.148.176 10/25/1999 12/31/2012 $892 48 $18.58
® Cabernet 192.168.202.3 - -
® Bordeaux 192.168.202.4 - -
® Internet 10.100.36.1 6/24/2002 12/31/2012 $1,280 48 $135 $37.92
® Denver 10.100.36.60 8/16/1999 02/01/2012 $1,280 48 £135 $37.92
® Atlanta 192.168.202.2 5/23/2005 02/01/2012 $1,280 48 $135 $37.92
® Honolulu TOLA00 36,5 10/29/2006 =
® Miami 10.100.38.3 7/30/2006 =
® NewYork I92.168.201.2 5/1/2000 12/31/2012 $1,280 48 $135 $37.92
® SCWANRTR 32.122.148.166 4/28/2008 12/31/2012 $767 48 $43 $19.56
® CiscoASA 10.100.36.4 8/30/2010 -
® SC_Server i B o G o o 2/21/2011 2/1/2013 $4,520 60 $267 $97.58
® SC_User_SWl . 0.32.6 2/21/2011 2/1/2013 $4,520 60 $267 $97.58
®/5C_User_ SW2 TRD 3257 2/21/2011 2/1/2013 54,520 60 5267 5$97.58
Totals: $43,073 $2,642 $1,061
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Uptime Sub-tab
The “Uptime” tab displays current status information on the device:

Device << >> Spey Wil i i EAER Financiais U 0]
| Uptime
Device Device SNMP  SNMP Daily Weekly Monthly Yearly
Name IP Address Version Reliability Uptime Uptime Uptime Uptime Device Last Reboot

® Santa Clara GW 10.100.36.100 SNMPV2C 99.75% 100.000% 100.000% 99.756% 97.495% 8 days 22:47:06.00
® San Francisco GW 10.100.37.100 SNMPV2C 99.24% 99.939% 99.110% 93.805% 65.412% 8 days 22:47:11.00
@ Chardonnay 10.100.36.54 SNMPV2C 99.04% 100.000% 100.000% 99.512% 99.495% 8 days 22:45:55.60
@ Pinot 10:100.36.53 SNMPV2C 99.20% 100.000% 100.000% 99.756% 98.041% 8 days 22:45:08.89
® Muscat 10.100.36.51 |SNMPV2C| 99.32% 100.000% 100.000% 99.505% 97.993% 8 days
® Merlot 10.100.36.48 SNMPV2C 99.14% 100.000% 100.000% 99.695% 98.205% 8 days
® Malbec 10.100.36.75 |SNMPV2C| 98.84% 100.000% 100.000% 99.746% 97.759% 8 days
® Sauvignon 10.100.36.20 SNMPV2C 99.27% 100.000% 100.000% 99.727% 97.834% 1 days
® Zinfandel 10.100.36.25 |SNMPV2C| 99.19% 99.998% 99.978% 99.690% 98.388% 402 days
® Gamay 10300032 SNMPV2C 95. 65%| 97.880% 95.446% 92.729% 78.237% 8 days
® Shiraz 10.100.37.3 SNMPV2C| 96.90% 98.624% 97.066% 94.800% 80.637% 8 days
® Barbera 103000315 SNMPV2C 95.24% 97.800% 95.300% 92.868% 77.085% 8 days
® Brunello 10.100.37.16 |SNMPV2C| 95.64% 97.937% 95.798% 91.500% 74.549% 8 days
® Grenache 11003753 SNMPV2C 96.56% 98.629% 95.890% 93.959% 93.427% 8 days
@ Palomino 10.100.38.2 SNMPV2C| 98.66% 100.000% 100.000% 99.512% 98.780% 8 days
® GatewaySwitch 32.122.148.176 SNMPV2C 98.85% 99.990% 99.668% 98.890% 96.968% 225 days
® Cabernet 192.168.202.3 SNMPV2C 97.86% 99.141% 97.656% 96.244% 93.198% 8 days
® Bordeaux 192.168.202.4 SNMPV2C 99.16% 99.920% 99.573% 98.578% 95.371% 8 days 22:45:59.32
® Internet IR T00.36.1 SNMPV2C 99.94%| 100.000% 100.000% 99.756% 96.612% 225 days 06:42:02.56
® Denver 10.100.36.60 SNMPV2C 99.79% 100.000% 100.000% 99.756% 94.363% 8 days 22:44:30.00
® Atlanta 192.168.202.2 SNMPV2C 96.25%| 98.668% 94.961% 88.732% 64.634% 8 days 22:41:43.96
® Honolulu OO0 36,5 SNMPV2C 99.92% 100.000% 100.000% 99.512% 98.751% 8 days 21:48:33.28
® Miami 10.100.38.3 SNMPV2C 99.83% 100.000% 100.000% 99.512% 99.512% 8 days 22:46:31.91
® NewYork 192.168.201.2 SNMPV2C 99.93%| 100.000% 100.000% 99.756% 79.844% 8 days 22:44:13.97
® SCWANRTR 32.122.148.166 SNMPV2C 99.91% 100.000% 99.741% 99.195% 95.759% 225 days 06:46:38.00
@ CiscoASA 10.100.36.4 SNMPV2C 99.96% 99.995% 99.995% 99.751% 97.793% 8 days 22:44:30.00
® SC_Server R S SNMPV2C 99.28% 100.000% 99.756% 99.266% 96.207% 225 days 06:56:40.34
® SC_User_Swl 0408 SNMPV2C| 99.27% 100.000% 99.756% 99.268% 96.571% 225 days 06:56:41.49
® SC_User_SW2 B IR Sy SNMPV2C 99.27% 100.000% 99.756% 99.266% 96.578% 225 days 06:56:50.64

Total Devices: 30 Avg: 98.60% 70 days 18:02:40.00

TotalView Release 7 (6803) Copyright ©2016 PathSolutions. Perpetual License, licensed for 7000 mertaces

The version of SNMP that is being used to communicate with the device along with the reliability of
communication with the device is displayed. SNMP Reliability is the amount of packet loss seen to/from
the device when trying to collect information from it. It measures the last poll (last 5 minutes typically).

The uptime (as reported by the device) is also displayed, along with an average uptime of all devices.
This can help track when a device was last rebooted. The uptime metrics measures the amount of time
over the specified period that TotalView could not communicate with the device.

Uptime is tracked Daily, Weekly, Monthly, and Yearly for all devices which makes it easy to determine the
percentage of availability per device for the specific periods to help measure SLA’s.
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Interface Summary

If you click on a device name, it will display the Interface Summary for that device:

The Interface Summary will list the specific switch information that you selected and a table showing all of
the interfaces on the switch.

Interface Summary Fields: General Tab
The interface summary table includes the following fields when the “General” sub-tab is chosen:

. Poll frequency 00:05:00
Solutions TotalView Lastpal  5/7/2016 s:atiac o
Network health:  DEGRADED (2.1%)
| Map | Path | Gremlins | Phones | Assessment | MOS UIWVEVIRRR Favorites | Issues | Health | Top-10 | WAN L Interfaces | Tools |
Device << >> S eniil S il General [PoE] [ Support] [ Uptime |
081 Services |,
Device Device Manage & oo e
Name | IP Address Device 1234557t p Down Down Location Contact
o/Malbec 10.100.36. 75 Tehel SSHWeb HTTRS Sysog @ @ 2511 15 0 SaaCim Saly Toner
Interface General [PoE] [ Details § Poll  CDP/LLDP
gzﬁy Peak Daily
2k Da rot
Interface 1P Eror | Utilization Interface Ry sStatie
Number | Address Description Rate = Tx | Rc Speed  Duplex‘ ‘10" Admin Oper
o/1nc £1 et (St 1 Port 1) Nortl Eheret Routing Swich 5520-24T-PWR Module - Port 1 (To Brdotng) 0.000%/0.007% 0. 000% 1, 000,000,000 Full mo
o Inc #2 101003675 2 (Siot 1 Port 2 R Node - 3.318%/1.44432.999% 100,000,000 Full®
o nc 3 e3 (St 1 Port: 3): Nortl Ethemat Routing Sch 5520-24T-PWR Module - ort 3 (o Meit) 0.02082.9734/1.438% 100,000,000 Full*
Int $4 e (Sl 1 Port 4): NortelEhemet Routng Sich 5520-24T-PYIR Module -Pot 4 0.000%/0.000%/0.000% - =
Inc #5 65 (St 1 Port: 5 Nortel Eheret Routing Sitch 5520-24T-PWR Module - Port 5 0.000%/0.000%/0.000%
Tnt #6 6 (St 1 Port 6 Nortsl a6 0.000% 0.000%/0.000%
o1 £7 o7 (St 1 Port 7 Norts ar 0.000%/0.0723/0.002% 100,000,000 Full*
o e 5 e (St 1 Port &) Norts s 0.000% 0.007%/0.000% 1, 000, 000,000 Full
Int #s 69 (St 1 Port: 9 Nortl Ethr 0.000%/0.000%/0.000% - -

Inc $10 610 (Slot: 1 Port 10): Nortl Ef
o/1nt 11 11 (Slot 1 Port 11): Nortel 8 ing Swich 5520-24T-PR Modt
Inc $12 #e12 (Slot: 1 Port: 12): Norll Ethemet Rouing Switch 5520-24T-PYIR Mok
Inc $13 613 (Slot: 1 Port 13): Norlel Ethemet Routing Switch 5520-24T-PYIR Mod

0.000%0.000% 0.000%

0.000%(0.0023%/0.001%/1, 000, 000, 000
0.000%/0.000% 0.000% =
0.000%/0.000% 0.000%

Inc $14 #e14 (Slot: 1 Port 14): Norlel Ethemet Routing Switch 5520-24T-PYIR Mok 0.000%0.000% 0.000% E =
® Int #15 1615 (Slot: 1 Port: 15): Norlel Ethemet Routing Switch 5520-24T-PYWR Module - Port 15 0.000%(0.073%[0.007% 100,000, 000| Fullx
Int #16 1616 (Slot: 1 Port: 16): Nortel Ethemet Routing Switch 5520-24T-PYIR Module - Port 16 0.000% 0.000% 0.000% - =
®/1nc $17 17 (Slot 1 Port 17): Nortl Ethemet Routing Swich 5520-24T-PYWR Module - Port 17 0.000%(0.072%0.003% 100,000,000 Full*
Int #18 18 (Slot 1 Port 18] Nortel Ethemet Routing Swich 5520-24T-PYWR Module - Port 16 0.000% 0.000% 0.000% - -
Inc $19 019 (Slot 1 Port 19): Nortel Ethemet Routing Swch 5520-24T-PYWR Module - Port 19 0.000%0.000% 0.000% = =
o 1nt 20 1620 (Slot 1 Port 20): Nortl Ethemet Routing Swich 5520-24T-PYWR Module - Port 20 0.000%0.072% 0.001% 100,000,000 Full*
o 1nt 21 i#e21 (Slot 1 Port: 21): Nortl Ethemet Routing Switch 5520-24T-PYWR Module - Port 21 0.000%(0.007%/0.001%/1, 000,000,000 Full
Inc $22 622 (Slot: 1 Port: 22): Nortl Ethemet Routing Suich 5520-24T-PYWR Module - Port 22 0.000%/0.000% 0.000% =
o 1nt $23 1623 (Slot 1 Port 23): Nortl Ethemet Routing Swich 5520-24T-PYWR Module - Port 23 43.372%0.000%0.007% 1, 000,000,000 Full
Inc $24 124 (Slot 1 Port 24) Nortl Ethemet Routing Swich 5520-24T-PYWR Module - Port 24 0.000% 0.000% 0.000% = =

Deviea Overall Stafistics

The first column includes a green or red status indicator. If a device has an interface that is healthy the
status for the device will be green. If an interface is degraded (utilization or error rate is higher than the
configured threshold), the status for the interface will be red, and the Error Rate or Utilization Rate will be
marked in red. An interface will be yellow if an interface is manually marked as suppressed by the user.
Suppressing an interface can be done by clicking on the status (colored dot) and selecting to suppress
that particular interface.

Note: If the status indicator shows up blank, then the interface is operationally shut down, and is not
relevant.

The Interface Number column is the interface number on the device. Each device manufacturer will
create a unique number for each interface. You can use this interface number to correlate physical
interfaces on the switch. Clicking on the interface number will display the "Interface Details" page. Refer
to the "Interface Details" section for more information.

The third column is the IP address associated with the interface (if any). Routers and servers will
generally have an IP address assigned to each interface, whereas switches may only have an IP address
associated with the management interface. If multiple IP addresses are associated with an interface, it
will appear on the tooltip if you hover over the IP address field.

The Description column is the interface description. This information is provided by the device as a way
of describing the interface. It may contain information on the type of interface, or the interface identifier
used on the device.

The Peak Daily Error Rate column is the error rate of the interface. The error rate is calculated as a
combination of all inbound and outbound errors on the interface, compared to the number of packets that
have passed through the interface.

If the error rate is above the error threshold, it will be displayed in red.
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Note: There are some devices that do not report error information correctly, and can lead you to believe
that there are faults on interfaces that actually are functioning correctly. If you perceive errors on
an interface that is abnormal, contact the device manufacturer to attempt to determine more
about its SNMP reporting capabilities.

The Peak Daily Tx column is daily peak utilization transmitted data. This statistic reports the maximum
transmitted utilization on the interface (as a percentage of bandwidth) that was seen over the past 24
hour period.

If this statistic is over the utilization threshold, it will be displayed in red.

Note: If PathSolutions TotalView is unable to read the correct interface speed from the device, this
number may not be accurate.

The Peak Daily Rx column is daily peak utilization received data. This statistic reports the maximum
received utilization on an interface (as a percentage of bandwidth) that was seen over the past 24 hour
period.

If this statistic is over the utilization threshold, it will be displayed in red.

Note: If PathSolutions TotalView is unable to read the correct interface speed from the device, this
number may not be accurate.

The Interface Speed column is interface speed, rated in bits per second. If the interface is operationally
shut down, or the device does not report a valid speed, then the speed is listed as "Unknown".

The Duplex column shows the duplex status of the interface. Duplex information cannot easily be
determined from different switch manufacturers, so this field is calculated based on the presence or
absence of collisions. If there are any collisions on the interface, then the interface must be half-duplex.
If there are no collisions on the interface, then the interface may be full-duplex, or it may be a half-duplex
interface that has not yet received any collisions.

The Port VLAN ID column shows the default VLAN ID for the interface. This is the VLAN that will be
assigned by default to all un-tagged packets on this interface.

The Status column shows the operational and administrative status of the interface. If the network
administrator has configured an interface to be shut down it will be listed as "down" in this column.
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Interface Summary Fields: Traffic Tab
The interface summary table includes the following fields when the “Traffic” sub-tab is chosen:

Poll frequency: 00:05:00

Solutions TotalView Last poll 3/7/2016 4:44:46 BM
Network health: DEGRADED (2.1%)
' Map | Path | Gremlins | Phones | Assessment | MOS UGEYIT™N Favorites | Issues | Health | Top-10 I WAN [ Interfaces | Tools |
Device << >> @ Healthy Suppressed ®lssue 2 Comm fail Coraral [PoE ] STPY Inventory ] ['Support ] Financials § Uptime |
08I Services &
Device  Device Manage | oper| oper admin
Name IP Address Device 12345670t Up Down Down Location Contact
@/ Pinot 10.100.36.53 Telnet SSH Web HTTPS Syslog| @ @ 2712 15 0  SantaClara Sally Toner
Interface [ General INICUCH PoE | TP | Details [ ol
Historical Last Poll Last Poll
. Broadcast = Broadcast | Utilization

ieriace i Packsi Percent Percent Percent
Number  Address Description size ™  Rx  Tx  Rx Tx Rx

® Int #1 10.100.36.53 VI1: Vlan1 185 bytes|0.000% 0.000% 0.000%0.000%0.001% 0.001%
Int #10001 Fa0/1: FastEthernet0/1 (Trunk Port Connected to Merlot) = 0.000% 0.000% 000%0.000% 0.000% 0.000%

® Int #10002 Fa0/2: FastEthernet0/2 (Cube A-02) 98 bytes|0.000% 0.000% 000%/0.000%0.051% 0.020%
Int #10003 Fa0/3: FastEthernet0/3 (Cube A-03) = 0.000% 0.000% 0.000% 0.000% 0.000% 0.000%

® Int $10004 Fa0ld: FastEthemet0/4 (Trunk Port Connected to Malbec) 121 bytes 0.000%/0.000%/0.000%0.000%0.097% 0.074%

® Int #10005 Fa0/5: FastEthernet0/5 (To Wireless Access Point) 841 bytes 0.000% 0.0 000%0.000% 1.847% 0.057%
Int $10006 Fa/6: FastEthernet0/6 ((())) = 0.000%/0.0 000% 0.000%/0.000% 0.000%

® Int #10007 Fa0/7: FastEthernet0/7 (Connection to Denver) 32 bytes 0.000% 0.0 000%0.000% 0.382% 0.392%
Int #10008 Fa0lo: FastEthemet0/s (Cube A7) -~ 0.000%0.000%0.000% 0.000% 0.000% 0.000%
Int #10009 Fa0/9: FastEthernet0/9 (( ) = 0.000% 0.000% 000%0.000% 0.000% 0.000%

® Int #10010 Fa0/10: FastEthernet0/10 (To Hawaii) 467 bytes|0.000% 0.000% 000%/0.000% 0.006% 0.004%
Int #10011 Fa0/11: FastEthernet0/11 (2nd Floor Cube B-02) B 0.000% 0.0 000%0.000% 0.000% 0.000%

® Int #10012 Fa0/12: FastEthernet0/12 (Sauv-Zinf-Internet) 63 bytes|0.000%/0.0! 000%/0.000%0.110% 1.945%

® Int #10013 Fa0/13: FastEthernet0/13 (To Velma) 444 bytes 0.000% 0.0 000%0.000% 0.045% 0.013%

® Int #10014 Fa0/14: FastEthernet0/14 (Sally) 129 bytes|0.000% 0.0 000%/0.000%0.075% 0.056%

® Int #10015 Fa0/15: FastEthernet0/15 (Tim) 92 bytes 0.000% 0.000% 000% 0.000% 0.043% 0.024%
Int #10016 Fa0/16: FastEthernet0/16 (2nd Floor Cube B-06) - 0.000%/0.000% 000%/0.000%/0.000% 0.000%

® Int #10017 Fa0/17: FastEthernet0/17 (2nd Floor Cube B-07) 905 bytes 0.000%0.000%0.000% 0.000% 0.003% 0.000%
Int #10018 Fa0/18: FastEthernet0/18 (2nd Floor Cube B-08) *: 0.000% 0.000% 000%/0.000%0.000% 0.000%

® Int #10019 Fa0/19: FastEthernet0/19 (2nd Floor Cube B-09) 2202 bytes 0.000% 0.0 000%0.000% 0.003% 0.000%
Int #10020 Fa0/20: FastEthernet0/20 (Visitor Bldg Cube B) *: 0.000%/0.0 000%/0.000%0.000% 0.000%
Int £10021 Fa0l21 FastEthermet0/21 (Viior Bidg Cube C) = 0.0008[0.0 000% 0.000% 0.000% 0.000%
Int #10022 Fa0/22: FastEthernet0/22 (Visitor Bldg Cube D) * 0.000%/0.000% 000%/0.000%0.000% 0.000%
Int #10023 Fa0/23: FastEthernet0/23 (Visitor Bldge Cube E) = 0.000% 0.000% 000%0.000% 0.000% 0.000%
Int #10024 Fa0/24: FastEthernet0/24 (Visitor Bldg Cube F) * 0.000%/0.000% 000%/0.000%0.000% 0.000%
Int #10101 Gi0/: GigabitEthemet0/t ~10.000%/0.000%0.000%0.000%0.000% 0.000%
Int #10102 Gi0/2: GigabitEthernet0/2 » 0.000% 0.000% 0.000%0.000%0.000% 0.000%

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The Average Packet Size column will show the average packet size tracked per interface. Knowing if an
interface is typically used for large or small packets allows you to configure queuing and enable proper
policies (jumbo frames) to further improve the performance of a link.

The Historical Broadcast Percent columns show the historical (all time) broadcast percentages. This field
will inform you of the activity on the link regarding its general broadcast percentage rate to be used as a
comparison against the Last Poll Broadcast Percentage.

The Last Poll Broadcast Percent columns show the broadcast percentage of the last polling period. This
information can be compared with the Historical Broadcast percentage to determine if an interface is
transmitting or receiving a higher broadcast rate during the last poll than its overall historical average.

The Last Poll Utilization Percent columns show the Last Poll utilization percentage. This is useful for
determining which interfaces were the most heavily utilized on the network during the last polling period.
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Interface Summary Fields: PoE Tab
The interface summary table includes the following fields when the “PoE” sub-tab is chosen:

o Poll frequency: 00:05:00
Solutions TotalView Last poll: 3/7/2016 4:44:46 PM
Network health: DEGRADED (2.1%)
. Map | Path | Gremlins | Phones | Assessment | MOS ULbEVITEN Favorites | Issues | Health I Top-10 | WAN | Interfaces | Tools |
Device << 5> ® Healthy Suppressed ®Issue 2 Comm fail — [PoE ] STP ] Inventory ] Description ] Support | Financials ] Uptime |
0SI Services #
Device  Device Manage o1 |Oper| Oper [Admin
Name IP Address Device 1234567t Up Down Down Location Contact
®|Pinot 10.100.36. 53|Telnet SSH Web HTTPS Syslog| |® @ 27712 15| 0 | SantaClara Sally Toner
Interface [ General [ TP Details | Poi
Connected Device
Interface P o PoE Max POE  Jorony
Number | Address Description POEPSU  State  Draw Class
® Int #1 10.100.36.53 VI1: Vlan1 - - - - - -
Int #10001 Fa0/1: FastEthernet0/1 (Trunk Port Connected to Merlot) Yes| 1 Searching = = =
@ Int #10002 Fa0/2: FastEthernet0/2 (Cube A-02) Yes 1 | Searching - - =
Int #10003 Fa0/3: FastEthemet0/3 (Cube A-03) Yes| 1 Searching = — =
@ Int #10004 Fa0/4: FastEthernet0/4 (Trunk Port Connected to Malbec) Yes| 1 | Searching - = =
@ Int #10005 Fal/5: FastEthernet0/5 (To Wireless Access Point) Yes 1 |Delivering Power 25.50 W High Power (PoE+) Low
Int #10006 Fa0/6: FastEthernet0/6 ((())) Yes| 1 Searching - = -
® Int #10007 Fa/7: FastEthemnet0/7 (Connection to Denver) Yes 1 | Searching - - =
Int #10008 Fa0/8: FastEthernet0/8 (Cube A-07) Yes| 1 Searching - = e
Int $10008 Fall9: FastEthemet0/3 () Yes| 1 | Searching - = =
® Int #10010 Fa0/10: FastEthernet0/10 (To Hawaii) Yes| 1 Searching B = =
Int #10011 Fa0/11: FastEthernet0/11 (2nd Floor Cube B-02) Yes| 1 Searching - - -
®Int #10012 Fa0/12: FastEthernet0/12 (Sauv-Zinf-Intemet) Yes 1 | Searching - - -
@ Int #10013 Fa0/13: FastEthernet0/13 (To Velma) Yes 1 | Searching = = =
@ Int #10014 Fa0/14: FastEthernet0/14 (Sally) Yes 1 | Searching - . =
® Int #10015 Fa0/15: FastEthernet0/15 (Tim) Yes| 1 | Searching = = =
Int #10016 Fa0/16: FastEthernet0/16 (2nd Floor Cube B-06) Yes| 1 Searching = = =
® Int #10017 Fa0/17: FastEthernet0/17 (2nd Floor Cube B-07) Yes 1 Delivering Power 12.94 W Unclassified Low
Int #10018 Fa0/18: FastEthernet0/18 (2nd Floor Cube B-08) Yes| 1 Searching - - -
® Int #10019 Fa0/19: FastEthernet0/19 (2nd Floor Cube B-09) Yes 1 |DeliveringPower 3.84 W VeryLowPower  Low
Int #10020 Fa0/20: FastEthernet0/20 (Visitor Bldg Cube B) Yes 1 | Searching - - -
Int #10021 Fa0/21: FastEthernet0/21 (Visitor Bldg Cube C) Yes 1 | Searching = = =
Int #10022 Fa0/22: FastEthernet0/22 (Visitor Bldg Cube D) Yes| 1 | Searching - - -
Int #10023 Fa0/23: FastEthernet0/23 (Visitor Bldge Cube E) Yes 1 | Searching - = =
Int #10024 Fa0/24: FastEthernet0/24 (Visitor Bldg Cube F) ves| 1 Searching - - -
Int #10101 Gi0A: GigabitEthemet0/1 - - - - - -
Int #10102 Gi0/2: GigabitEthernet0/2 - = - - = -

The Interface Number, IP Address, and Description columns will remain unchanged from the “PoE” tab.

The PoE column will show you if power is turned on and available for that interface.

The PoE PSU column shows the specific Power Supply Unit (PSU) that powers the interface.
number will either be a 1 or a 2. If the number in the PSU column shows a 1 it is PoE device.
PSU column shows a 2 it is a PoE+ device.

The State column will show you if power is being delivered to that interface.

This
And if the

The Max Draw column will show you the maximum wattage that can be drawn by that interface. Hovering

over the Max Draw number will show a minimum to maximum range of power that the interface

can draw.

The ninth column, the PoE Class, will be a number from 0 to 4 depending on the Class of PoE.

Class

Plain Language Description

Power Range (Watts)

Unclassified

0.44-12.94

Very Low Power

0.44-3.84

Low Power

3.84-6.49

Mid Power

6.49-12.95

AIWOIN|=2[O

PoE+ / Type Il Devices

>12.95

And the tenth column shows the power priority configured on ports enabled for PoE which can be Low,
High, or Critical. The switch invokes configured PoE priorities only when it cannot deliver power to all

active PoE ports.
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Interface Summary Fields: STP Tab
The interface summary table includes the following fields when the “STP” sub-tab is chosen:

. . Poll frequency: 00:05:0¢
Solutions TotalView Last polt 3/7/2016 4:44:46 B
Network health: DEGRADED (2.1%)
_ Map | Path | Gremlins I Phones | Assessment | MOS IBEVIRRN Favorites | Issues | Health I Top-10 | WAN | Interfaces | Tools |
Device << >> ® Healthy Suppressed ®lssue 2 Comm fail T [PoE ] STP ] Inventory ['Support ] Financials ] Uptime)
08l Services #
Device | Device Manage | oper| oper |admin
Name | IP Address Device 1234567t Up Down Down Location Contact
©|Pinot|10.100.36.53 Telnet SSH Web HTTPS Sysiog| | | o 2712 15| 0 | SantaClara Sally Toner
Interface [ General ] Traffic | PoE JE3Il Details J Poll | COP/LLDP | Connected]
Interface P Path’ Designated Forward
Number  Address Description Priority  State  Enable Cost Root Cost Bridge Port Transactions
® Int #1 10.100.36.53 VI1: Vian1 0 unknown 0 Gamay 0 Gamay 0
Int #10001 Fa0/1: FastEthernet0/1 (Trunk Port Connected to Merlot) - - - - - - - - -
o Int #10002 FaoL2: FasiEthemel02 Cube A-02) 128 forwarding e 100 500028c0dadSbE08 28 Pinot s004 1
Int #10003 Fa0/3: FastEthemet0/3 (Cube A-03) B = = = = = B = E
e/Int #10004 Fa0l4: FasiEthemet0/4 (Trunk Port Connected to Malbec) 128 forwarding e | 19 500026c0dad9b608 10 |8000001bbalfad0l 8oz 1
o Int #10005 Fall5: FasiEthemel05 (To Wireless Access Poini) 128 forwarding e | 19 500028c0dadSbe0s 29 Pinot 007 1
Int #10006 Fa0/6: FastEthernet/6 ((( ))) B = = = E = B E =
® Int #10007 Fa0/7: FastEthemet0/7 (Connection to Denver) 128 forwarding L 100 500028c0dad9b&08 29 Pinot 8009 5
Int #10008 Fa0/8: FastEthernet0/8 (Cube A-07) - - - - - - - - -
Int $10009 Fa0/9: FasiEthernet0/ (( )} = = = = = = = = =
® Int #10010 Fa0/10: FastEthernet0/10 (To Hawaii) 128 |forwarding . 19 |500028c0dad9b608| 29 Pinot 800¢| X
Int #10011 Fa0/11: FastEthernet0/11 (2nd Floor Cube B-02) - - - - - - - - -
o/Int #10012 Fa12 FastEthemst0it2 (Sauv-Zinnernet) 128 forwarding e | 19 500026c0dad9b608 29 Pinot 800 1
o Int #10013 Fa0/13: FastEthemel0/t3 (To Velma) 128 forwarding e 100 500028c0dadSb608 29 Pinot oot 1
® Int #10014 Fa0/14: FastEthernet0/14 (Sally) 128 |forwarding . 19 500028c0dad9b608| 29 Pinot 8010 X
® Int #10015 Fa0/15: FastEthernet0/15 (Tim) 128 forwarding . 19 500028c0dad9b608 29 Pinot 8011 3
Int #10016: Fa0/16: FastEthernet0/16 (2nd Floor Cube B-06) - - - - - - - - -
® Int #10017 Fa{7. FastEthernet0/17 (2nd Floor Cube B-07) 128 forwarding e | 19 500028c0dadSbe08 29 Pinot o131
Int #10018 Fa0/18: FastEthernet0/18 (2nd Floor Cube B-08) = - = = s = ® = =
® Int $10019 Fa0/19: FastEthernet0/19 (2nd Floor Cube B-09) 128 forwarding . 19 500028c0dad9b608 29 Pinot 8015 1
Int #10020 Fa0/20: FastEthernet0/20 (Visitor Bldg Cube B) & - = & Ee - & & -
Int $#10021 Fa0/21: FastEthemet0/21 (Visitor Bldg Cube C) = = = = = = = = =
Int $#10022 Fa0/22: FastEthemet0/22 (Visitor Bldg Cube D) - = = = = = - = =
Int #10023 Fa0/23: FastEthernet0/23 (Visitor Bldge Cube E) L i = & S = E B 2
Int #10024 Fa0/24: FastEthernet0/24 (Visitor Bldg Cube F) » 4 W = 5 # hd = e
Int #10101 Gi0/1: GigabitEthernet0/1 = = = = = = = = =
Int #10102 Gi0/2: GigabitEthemet0/2 » 5 = = s # - = -

Device Overall Statistics
Y v vrv——

The Interface Number, IP Address, and Description columns will remain unchanged from the “STP” tab.

The State column will show which of port state the interface is: Blocking, Listening, Learning, Forwarding,
or Disabled.

The Enable column shows if the interface is enabled for STP.

The Path Cost column will show the Path Cost of the interface.

The Root column will show the Designated Root of the interface.

The Cost Column will show the Designated STP Cost of the interface.
The Bridge Column shows the Designated Bridge for the interface.
The Port Column shows the Designated Port for the interface.

The Forward Transactions Column shows the Interface Forward Transactions for the interface.
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Interface Summary Fields: Details Tab
The interface summary table includes the following fields when the “Details” sub-tab is chosen:
. Poll frequency: 00:05:00
soluﬂons TotalView Last poll 3/7/2016 4:44:46 BM
Network health: DEGRADED (2.1%)
_ Map | Path | Gremlins | Phones [ Assessment | MOS USETIZRN Favorites | Issues | Health [ Top-10 | WAN L Interfaces | Tools |
Device << >> S Seppressed Sgeue  conmi General [PoE] STP Jinventory | [ Support | Financials [ Uptime |
O8I Services #
Device Device Manage of Oper Oper Admin
Name IP Address Device 1234567 Int Up Down Down Location Contact
® Pinot 10.100.36.53 Telnet SSH Web HTTPS Syslog | @ @ 27/ 12| 15 0 SantaClara Sally Toner
Interface [ General | [PoE | STP JLEEIEN Poll | CDP/LLDP
Interface Queue State
Number Description X Type MAC Address MTU Type Last Changed
® Int #1 10.100.36.53 VI1: Vian1 00164691b140 1500, propVirtual |8 days 22:
Int #10001 Fa0/1: FastEthemet0/1 (Trunk Port Connected to Merlot) . 00164691b103 1500 ethernetCsmacd 8 days 22:
® Int #10002 Fa0/2: FasiEthemet0/2 (Cube A-02) . 00164691b104 1500 ethernetCsmacd 1 days 00:
Int #10003 Fa0/3: FastEthernet0/3 (Cube A-03) . 00164691b105 1500 ethernetCsmacd 8 days 22:
® Int #10004 Fa0/4: FastEthemet0/4 (Trunk Port Connected to Malbec) . 00164691b106 1500 ethernetCsmacd 8 days 22:
® Int #10005 Fa0/5: FastEthemet0/5 (To Wireless Access Point) . 00164691b107 1500 ethernetCsmacd 8 days 22:
Int #10006 Fa0/6: FastEthemnet0/6 ((( ))) . 00164691b108 1500 ethernetCsmacd 8 days 22:
® Int #10007 Fa0/7: FastEthemet0/7 (Connection to Denver) - 00164691b109 1500 ethernetCsmacd 8 days 22:
Int #10008 Fa0/8: FastEthernet0/8 (Cube A-07) . 00164691bl0a 1500 ethernetCsmacd 8 days 22:
Int #10009 Fa0/9: FastEthemet0/9 (( )) . 00164691b10b 1500 ethernetCsmacd 8 days 22:
® Int #10010 Fa0/10: FastEthernet0/10 (Te Hawaii) b 00164691b10c| 1500 ethernetCsmacd 8 days 21:
Int #10011 Fa0/11: FastEthernet0/11 (2nd Floor Cube B-02) . 00164691b10d 1500 ethernetCsmacd 8 days 22:
® Int #10012 Fa0/12: FastEthernet0/12 (Sauv-Zinf-Internet) . 00164691bl0e 1500 ethernetCsmacd 8 days 22:
® Int #10013 Fa0/13: FastEthemet0/13 (To Velma) . 00164691b10f 1500 ethernetCsmacd 8 days 22:
® Int #10014 Fa0/14: FastEthernet0/14 (Sally) . 00164691b110 1500 ethernetCsmacd 2 days 12:
® Int #10015 Fa0/15: FastEthernet0/15 (Tim) i 00164691b111 1500 ethernetCsmacd 8 days 22:
Int #10016 Fa0/16: FastEthernet0/16 (2nd Floor Cube B-06) ol 00164691b112 1500 ethernetCsmacd 8 days 22:
® Int #10017 Fa0/17: FastEthernet0/17 (2nd Floor Cube B-07) . 00164691b113 1500 ethernetCsmacd 8 days 22:
Int #10018 Fa0/18: FastEthernet0/18 (2nd Floor Cube B-08) . 00164691b114 1500 ethernetCsmacd 8 days 22:
® Int #10019 Fa0/19: FastEthernet0/19 (2nd Floor Cube B-09) . 00164691b115 1500 ethernetCsmacd 8 days 22:
Int #10020 Fa0/20: FastEthernet0/20 (Visitor Bldg Cube B) . 00164691b116 1500 ethernetCsmacd 8 days 22:
Int #10021 Fa0/21: FastEthernet0/21 (Visitor Bldg Cube C) . 00164691b117 1500 ethernetCsmacd 8 days 22:
Int #10022 Fa0/22: FastEthernet0/22 (Visitor Bldg Cube D) . 00164691b118 1500 ethernetCsmacd 8 days 22:
Int #10023 Fa0/23: FastEthernet0/23 (Visitor Bldge Cube E) b 00164691b119 1500 ethernetCsmacd 8 days 22:
Int #10024 Fa0/24: FastEthernet0/24 (Visitor Bldg Cube F) . 00164691bl1a 1500 ethernetCsmacd 8 days 22:
Int #10101 Gi0/1: GigabitEthernet0/1 - 001646910101 1500 ethernetCsmacd 8 days 22:
Int #10102 Gi0/2: GigabitEthernet0/2 . 001646910102/ 1500 ethernetCsmacd 8 days 22:44:26.62

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The X column shows an indicator if this interface has a physical connector associated with the interface.

Note: If the device does not support RFC 2863 and the ifConnector Present OID, then this column will

be empty.

The MAC Address column shows the MAC address that is associated with this interface.

Note: The MAC address displayed here is the physical interface’s own MAC address, not the MAC

address of any devices connected to this interface.

The MTU column displays the MTU (Maximum Transmission Unit) of the interface. This is the largest
frame that can be transmitted or received on this interface. Typically, this will show 1500 bytes as the
maximum for normal frames, but may be above 9,000 bytes if the interface is configured for supporting
Jumbo Frames.

The Type column presents the type of interface.

The Last Changed column shows the time the interface last changed status from up to down, or from
down to up.
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Interface Summary Fields: Poll Tab
The interface summary table includes the following fields when the “Poll” sub-tab is chosen:

Device << >> Sees, Sk ol il General [PoE] STP ] [ Financials J Uptime |
0SI Services. #
Device Device Manage of Oper Oper Admin
Name  IP Address Device 1234567t Up Down Down Location Contact
® Pinot 10.100.36.53 Telnet SSH Web HTTPS Syslog | ® @ 27/ 12| 15| 0 |SantaClara Sally Toner
Interface << >> [ General | Traffic | PoE | STP ] Details JLl]
Interface P Poll Type
Number | Address Description MIB-I DetailPoll
® Int #1 10.100.36.53 VI1: Vlan1 V2POLL64CISCO, -
Int #10001 Fa0/1: FastEthernet0/1 (Trunk Port Connected to Merlot) V2POLL64CISCO FastEther
® Int #10002 Fa0/2: FastEthernet0/2 (Cube A-02) V2POLL64CISCO|FastEther
Int #10003 Fa0/3: FastEthernet0/3 (Cube A-03) 'VZPOLL64CISCO FastEther
® Int #10004 Fa0/4: FastEthernet0/4 (Trunk Port Connected to Malbec) V2POLL64CISCO|/FastEther|
® Int #10005 Fa0/5: FastEthernet0/5 (To Wireless Access Point) 'V2POLL64CISCO FastEther|
Int #10006 Fa0/6: FastEthernet0/6 ((( ) V2POLL64CISCO FastEther|
® Int #10007 Fa0/7: FastEthernet0/7 (Connection to Denver) 'V2POLL64CISCO FastEther|
Int $10008 Fa0/8: FastEthernet0/8 (Cube A-07) V2POLL64CISCO FastEther|
Int #10009 Fa0/9: FastEthernet0/9 (( ) 'V2POLL64CISCO FastEther|
® Int #10010 Fa0/10: FastEthernet0/10 (To Hawaii) V2POLL64CISCO FastEther
Int #10011 Fa0/11: FastEthernet0/11 (2nd Floor Cube B-02) 'V2POLL64CISCO FastEther|
® Int #10012 Fa0/12: FastEthernet0/12 (Sauv-Zinf-Internet) V2POLL64CISCO|/FastEther|
® Int #10013 Fa0/13: FastEthernet0/13 (To Velma) V2POLL64CISCO FastEther
® Int #10014 Fa0/14: FastEthernet0/14 (Sally) V2POLL64CISCO| FastEther|
® Int #10015 Fa0/15: FastEthernet0/15 (Tim) 'V2ZPOLL64CISCO FastEther|
Int #10016 Fa0/16: FastEthernet0/16 (2nd Floor Cube B-06) V2POLL64CISCO|FastEther|
® Int #10017 Fa0/17: FastEthernet0/17 (2nd Floor Cube B-07) 'V2POLL64CISCO FastEther|
Int #10018 Fa0/18: FastEthernet0/18 (2nd Floor Cube B-08) V2POLL64CISCO|FastEther|
® Int #10019 Fa0/19: FastEthernet0/19 (2nd Floor Cube B-09) V2POLL64CISCO FastEther|
Int #10020 Fa0/20: FastEthernet0/20 (Visitor Bldg Cube B) V2POLL64CISCO FastEther
Int #10021 Fa0/21: FastEthernet0/21 (Visitor Bldg Cube C) 'V2POLL64CISCO FastEther|
Int #10022 Fa0/22: FastEthernet0/22 (Visitor Bldg Cube D) V2POLL64CISCO FastEther
Int #10023 Fa0/23: FastEthernet0/23 (Visitor Bldge Cube E) V2POLL64CISCO FastEther|
Int #10024 Fa0/24: FastEthemet0/24 (Visitor Bldg Cube F) V2POLL64CISCO|FastEther|
Int #10101 Gi0/1: GigabitEthernet0/1 V2POLL64CISCO FastEther
Int #10102 Gi0/2: GigabitEthernet0/2 V2POLL64CISCO|FastEther

Device Overall Statistics

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The MIB-II column shows the MIB-II poll type that was used to collect information from the interface. This
is useful for determining how efficient PathSolutions TotalView can be when collecting information from

this interface.

The DetailPoll column identifies additional details that are polled from the interface.
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Interface Summary Fields: CDP/LLDP

Each interface is queried for CDP and LLDP information and displays exactly what device and OS version

is connected to that switch/router interface. To view CDP/LLDP information on an interface, click on a
switch. You will then see all of the interfaces. Click on the sub-tab named “CDP/LLDP”.

If you see some information displayed, it means that the connected device is providing CDP/LLDP
information and should display the remote device’s interface that connects to the local switch interface,
the remote device’s IP address, platform, name, and method (CDP or LLDP).

Solutions

TotalView

Poll frequency: 00:05:00
Last poll: 3/7/2016 4:44:46 BM
Network health: DEGRADED (2.1%)

| Map | Path | Gremlins | Phones | Assessment | MOS UBIVITRN Favorites L issues | Health § Top-10 L WAN L interfaces I Tools |

Device << >> ® Healthy Suppressed ®lssue 2 Comm fail

05l Services

. . #
Device Device Manage of Oper Oper Admin
Name IP Address Device 1234567 Int Up Down Down

® Pinot|10.100.36. 53 Telnet SSH Web HTTPS Syslog | @/ ® 2712 15| 0 | SantaClara
Interface
Interface P
Number Address Description
®|Int #1 10.100.36.53 VI1: Vian1
Int #10001 Fa0/1: FastEthemet0/1 (Trunk Port Connected to Merlot)
® Int £10002 Fa0/2: FastEtheret0/2 (Cube A-02)
Int #10003 Fa0/3: FastEthemet0/3 (Cube A-03)
® Int #10004 Fa0/4: FastEthemet0/4 (Trunk Port Connected to Malbec)
® Int #10005 Fa0/5: FastEthemet0/5 (To Wireless Access Point)
Int #10006 Fa0/6: FastEthemet0/6 ((()))
® Int #10007 Fa0/7: FastEthernet0/7 (Connection to Denver)
Int #10008 Fa0/8: FastEthemet0/8 (Cube A-07)
Int #10009 Fa0/9: FastEthemet0/3 (())
® Int #10010 Fa0/10: FastEthernet0/10 (To Hawail)
Int $#10011 Fa0/11: FastEthemet0/11 (2nd Floor Cube B-02)
® Int #10012! Fa0/12: FastEthemet0/12 (Sauv-Zinf-Internet)
@ Int $#10013 Fa0/13: FastEthemet0/13 (To Velma)
® Int #10014 Fa0/14: FastEthemet0/14 (Sally)
® Int #10015 Fa0/15: FastEthernet0/15 (Tim)
Int #10016 Fa0/16: FastEthemet0/16 (2nd Floor Cube B-06)
® Int #10017 Fa0/17: FastEthemet0/17 (2nd Floor Cube B-07)
Int #10018 Fa0/18: FastEthemet0/18 (2nd Floor Cube B-08)
® Int #10019 Fa0/19: FastEthemet0/19 (2nd Floor Cube B-09)
Int #10020 Fa0/20: FastEthernet0/20 (Visitor Bldg Cube B)
Int #10021 Fa0/21: FastEthemet0/21 (Visitor Bldg Cube C)
Int $#10022 Fa0/22: FastEthemet0/22 (Visitor Bldg Cube D)
Int #10023 Fa0/23: FastEthernet0/23 (Visitor Bldge Cube E)
Int $#10024 Fa0/24: FastEthemet0/24 (Visitor Bldg Cube F)
Int #10101 Gi0/1: GigabitEtheret0/1
Int $10102 Gi0/2: GigabitEtheret0/2

Location

EUCGN Traffic | PoE | STP Jinventory | Description J Support | Financials J Uptime

Contact
Sally Toner

| General ] Traffic | PoE | STP J Details J Poll JTealZ[RRs . Connected |

Remote Device

Method Name Platform IP Address Interface
cop Denver cisco 2610 10.100.36.60 | Ethemet0/o
coP Honolulu Cisco 2811 10.100.36.5 |FastEthemet0/0

zinfandel
g - .100.36.27 L
COP | 55T1349056) N5K-C5020P-BF 10.100.36 Ethemet1/8

CDP |SIPO002FD65907A  CiscolP Phone 7960  10.100.36.164  Port1

Note: *Cisco CDP only shows other Cisco CDP Devices

*LLDP Devices (Including configured Cisco Device) may show other LLDP devices
*Some Devices (Enterasys/Extreme, HP) show both CDP and LLDP

Interface Summary Fields: Connected Tab

The interface summary table includes the following fields when the “Connected” sub-tab is chosen.

Note: The results for the Connected tab will show up differently depending if the device is a switch or

not.

Ethernet Switch Results

Page 60




PathSolutions TotalView

Poll frequency: 00:05:0(
. -
Solutions TotalView Last poll 3/7/2016 4:44:46 Bt
Network health: DEGRADED (2.1%
| Map | Path | Gremlins | Phones [ Assessment | MOS ULDEVIEEN Favorites | Issues | Health § Top-10 | WAN | Interfaces | Tools |
Deviee<<z»  OHey S ke 2 G BB trnc Y oc T STF Y inverton [Support] FinancisisY Uptime)
0SI Services ¥
Device  Device Manage & | oper| oper admin
Name | IP Address Device 1234567 int Up Down Down Location Contact
®/Pinot/10.100.36.53 Telnet SSH Web HTTPS Syslog| | ® @ 2712 15| 0 | SantaClara Sally Toner
Interface | General | [PoE | STP [ Details J Poll | CDP/LLDP LRRTEE]
Interface I Devices connected to
Number  Address Description this switch port
® Int #1 10.100.36.53 VI1: Vlan1
Int #10001 Fa0/1: FastEthernet0/1 (Trunk Port Connected to Merlot)
® Int #10002 Fa0/2: FastEthernet0/2 (Cube A-02) VIAN #82: F8-66-F2-23-4B-16 —» 10.100.36.4
Int #10003 Fa0/3: FastEthemet0/3 (Cube A-03)
VIAN #1: 00-00-CD-28-05-DF
VIAN #1: 00-01-E6-4B-5C-56
VIAN #1: 00-04-96-1F-93-AC — 10.100.36.48
VIAN #1: 00-09-97-18-D6-80
VIAN #1: 00-0F-E2-C2-7C-05 - 10.100.36.61

o/ Int #10004 Fa0/4: FastEthemet0/4 (Trunk Port Connected to Malbec) VIAN #1: 00-10-49-00-4A-68 - 10.100.36.100

10.100.36.15

VLAN #1: 20-10-7A-49-50-8D
VIAN #1: 54-27-1E-ED-97-BD

~ 10.100.36.15§
— 10.100.36.169
VIAN #1: 6C-71-D9-BD-42-55 — 10.100.36.166

® Int #10005 Fa0/5: FastEthernet0/5 (To Wireless Access Point) VIAN #1: 88-DC-96-1F-48-11 — 10.100.36.7
VIAN #1: 8C-2D-AA-5E-D7-73 — 10.100.36.152
VIAN #1: B8-E8-56-B8-B2-31 - 10.100.36.163
VIAN #1: D8-D1-CB-65-D3-91 — 10.100.36.155

Int #10006 Fa0/6: FastEthemet0/s ((())

®/Int #10007 Fa0/7: FastEthemet0/7 (Connection to Denver) VIAN #1: 00-30-80-11-C2-CO - 10.100.36.60
Int #10008 Fa0/8: FastEthemet0/s (Cube A-07)
Int #10009 Fa0/9: FastEthemet0/9 (()

®/Int #10010 Fa0/10: FastEthemet0/10 (To Hawaii) VIAN #1: 00-19-56-D9-60-40 - 10.100.36.5
Int #10011 Fa0/11: FastEthemet0/11 (2nd Floor Cube B-02)

VIAN #1: 00-0A-41-5E-RE-Al - 10.100.36.1
VLAN #1: 00-0D-EC-FB-CC-CO
VLAN #1: 00-0D-EC-FB-CC-CF
® Int #10012, Fa0/12: FastEthemet0/12 (Sauv-Zinf-Interet) VLAN #1: 00-0D-EC-FB-CC-D1
VLAN #1: 00-0D-EC-FB-CC-FC
VLAN #1: D4-EA-0E-C9-B8-00
VLAN #1: D4-EA-0E-C9-B8-01

®|Int #10013 Fa0/13: FastEthemet0/13 (To Velma) VIAN #1: 00-90-27-6D-35-2A - 10.100.36.10
®/Int #10014 Fa0/14: FastEthemetd/14 (Sally) VIAN #1: 78-2B-CB-B6-D7-D6 - 10.100.36.17
®|Int #10015 Fa0/15: FastEthemeto/15 (Tim) VIAN #1: 78-2B-CB-B6-D7-CB — 10.100.36.16
Int #10016 Fa0/16: FastEthemetd/16 (2nd Floor Cube B-06)
®/Int #10017 Fa0/17: FastEthemet0/17 (2nd Floor Cube B-07) VIAN #1: 00-02-FD-65-90-7a - 10.100.36.164
Int #10018 Fa0/18: FastEthemetd/18 (2nd Floor Cube B-08)
® Int #10019 Fa0/19: FastEthemet0/19 (2nd Floor Cube B-09)
Int #10020 Fa0/20: FastEthemetd/20 (Visitor Bldg Cube B)
Int $10021 Fa0/21: FastEthemet0/21 (Visitor Bldg Cube C)
Int #10022 Fa0/22: FastEthemet0/22 (Visitor Bidg Cube D)
Int $10023 Fa0/23: FastEthemet0/23 (Visitor Bldge Gube E)
Int $10024 Fa0/24: FastEthemet0/24 (Visitor Bldg Cube F)
Int #10101 Gi0/1- GigabitEthemeto/1
Int #10102 Gi/2: GigabitEthernet0/2

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The last column will show the VLAN associated with the device connected, followed by the MAC address
and IP address (if found in router/server ARP caches). MAC address manufacturers are identified by
hovering over the MAC address.

Reverse-DNS lookups for switch ports can be identified by clicking on the IP address. The DNS name
will then be shown.

Note: If the results are blank, or the information is not as expected, click on the “Update” button to
collect the current bridge table, MAC addresses, and ARP cache information from network
equipment.
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Router/Server Results

. Poll frequency: 00:05:0
solutlons TotalView Last poll: 3/7/2016 4:44:46 P
Network health: DEGRADED (2.1%
[ Map | Path | Gremiins | Phones | Assessment | MOS BRSS! Favorites | Issues | Health | Top-10 | WAN U interfaces | Tools |
Device << >> Steetly Speseed e General [PoE ] P Y inventory] [ support [ Financials J Uptime |
OS5I Services #
Device Device Manage of Oper Oper Admin
Name IP Address Device 1234567Int Up Down Down Location Contact
® Atlanta 192.168.202.2 Telnet SSH Web HTTPS Syslog (@ ® & 3 2 1 1 Atlanta, GA Sally Toner x 4005
Interface [ General [Poe T STP] Details ¥ ol | cOPILLOP JCZLITEET)
[Update]
Interface P Switch interfaces showing
Number = Address Description this MAC address

Gamay— Int #24 (11)
Shiraz- Int #1 (13)
@ Int #110.100.37.1  Fa0/0: FastEthemet0/d Barbera- Int #18 (5)
Brunello— Int #2 (1)
Grenache— Int #22 (16)
Cabernet— Int #4 (1
® Int #2 192.168.2022 Fa0/1: FastEthemet0/1 Bordeaus Int £5 {3)
Int #3 Se0/0: Serial0/0

Device Overall Statistics
AN Weeiy Y Monthiy |

Peak
74xb 2

sekp
azep
EERY
1amp

Bits per Second

kb

8 10 12 14 16 18 20 22 0 2 4 6 8 10 1Z 14 16
® Transmitted ® Received Time (Hours)
Aggregate broadcasts

B

4
3

casts

The Interface Number, IP Address, and Description columns will remain unchanged from the “General”
tab.

The last column will show the Ethernet Switches and interfaces where this interface’s MAC address was
discovered. Each entry will show the switch name, followed by the interface number, then the number of
MAC addresses on that interface.

Note: If the number of MAC addresses on that interface show up with a number greater than 1, then the
interface may be an Ethernet trunk port where two switches connect. If the number of MAC
addresses show up as 1, then this is the switch interface where this interface is connected. If
none of the devices show up with “(1)” Mac address then that device is not being monitored and
should be added through the Configuration Tool.

Note: If the results are blank, or the information is not as expected, click on the “Update” button to
collect the current bridge table, MAC addresses, and ARP cache information from network
equipment.

Device Overall Statistics

Below the Device Summary interface listing (shown in the previous two pages) is a view of the overall
statistics for the device:
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Device Overall Statistics
EUIAY Weekly | Monthly MOS score from TotalView to device and back
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& mHOS Score Time (Hours)
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® Transnicced ® Received Time (Hours) Latency from TotalView to device and back
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® Transmitted W Received Time {(Hours) Jitter from TotalView to device and back
CPU Utilization i [
o S A R S e R e | 36
4 H 27
" o
@ 3 H 18
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g = s
b e
H =
g 8 10 12 14 16 18 20 22 0 2 4 6 8 10 12 14 16
T S T T R T R T L AT TS mJitter in M8 W (no data) Time (Hours)
& TDEilismticn Ci (e rreeg) Time (Hours) Packet loss from TotalView to device and back
Free Memory T A e T [
12m 2 1zs |-
o
< B [
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g Gy | | U ) 1 L SRR 1 | | L | S
w om 3
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] 2m ] 0% s - - - - - - - -
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on W Loss W (no data) Time (Hours)

8 10 12 14 16 18 0 2 4 6 10 1z 14 16
m Free RAM B (no data) Time (Hours)

You can view the daily, weekly, monthly, or yearly information for the aggregate utilization for the device.

Note: On the Daily graphs, you will see a grey line which marks midnight. The Weekly graph shows a
grey line on Saturday at midnight. The Monthly graph shows a grey line for the first of the month.
And the Yearly graph shows a grey line for each month.

This is valuable for determining when the device is passing more or less traffic. This equates to a graph
showing how much work was performed by the device over time, and is useful for determining when to
schedule downtime for the device.

If the device is a Cisco router or switch, the CPU utilization and Free RAM is also displayed.
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Device Details
Below the Device Overall Statistics is information about the device:

Device Details
Device Description MFG website Device Uptime

Router Gisco 2600 . cisco.com@ days 22:41:43.96

Routing Table Entries (ipForward)

Interface  Route Mask NextHop  Policy Metric Status

Int $0/0.0.0.0 0.0.0.0 192.168.202.1 0 0 1

255.255.240.0/192.1

o
2 255.255.255.0 192.1 o
Int $1)10.100.37.0 |255.255.255.0/10.100.37.1 | 0
Int $2)10.100.38.0 |255.255.255.0/102.168.202.1 0
o
[

Int $2 1982.168.201.0255.255.255.0/182.1
Int $2)192.165.202.0/255.255.255.0/192.165.202.2

Device Parents
(none)

Device Internal Description

Cisco 105 Software, C2600 Software (C2600-ADVENTERPRISERS-M), Version 12.4(18), RELEASE SOFTWARE (fcl) Technical Support: http://www.cisco.com/techsupport Copyright (c) 1286-2007 by Cisco Systems,

Inc. Compiled Fri 30-Nov-07
15:38 by prod_rel team

Cisco BootROM Version
System Bootstrap, Version 12.2(8r) [cmong 8r], RELEASE SOFTWARE (fcl) Copyright (c) 2003 by ciaco Systems, Inc.

Cisco Chassis Information

Chassis Type c2621]
Chassis Version 4.1
Chassis ID (Serial Number) FTX0821C0MG
RAM

Non Volitile RAM Size 9,688 bytes

Non Volitile RAM Used 4,162 bytes
Config Register 5
Next Boot Config Register
Chassis Slots

Community String Indexing

VLANS detected: 5 (1), (1002), (1003), (1004), (1005)
Device Overall Utilization - Traffic
Packets Broadcasts % Broadcasts

™ Rx ™ Rx ™ Rx
Historical 5,736,000 8,585,000, 95,000 120,000 1.108% 1.376%
Last Poll 9,165 9,106 B 68| 0.4028 0.7413
Device Notes. ERENGEY

DatefTime Username Note

3042015 44031 PM svsTEm Gommunications re-estabished vith device

202472015 2:14:48 P SYSTEM Communications re-esf
11202014 2:45:37 P SYSTEM Communications re-esf

d uith device

d uith device

From this section, you can track the device’s uptime (as reported by the device), as well as internal
information about the device.

Note: If the device is a Cisco switch or router, then additional internal device information is displayed.
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Device Notes
Notes can be added to a device so you can track when you performed work on a device:

Add Device Note Device 10.100.36 60
|| Add || Close |

235 characters left.

Note: If you have authentication turned on, then the Username field will use the logged in user who
entered the note.

Note: The notes are stored in comma separated values (CSV) format in the following directory:

For 32 Bit Operating Systems
C:\Program Files\PathSolutions\TotalView\Notes

For 64 Bit Operating Systems
C:\Program Files (x86)\PathSolutions\TotalView\Notes

You can edit the files with any text editor like Notepad or use Excel to open the file in CSV
format.

The filename for device notes is the IP address of the device. For example, the notes for device
38.102.148.163 would be stored in filename 38.102.148.163.csv.
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Interface Details
If you click on an interface number, you will see details about that specific interface:

The errors graph in addition to the utilization graph will be displayed to correlate periods of high packet
loss with high utilization.

From this page, you can view all information about an interface’s performance.

Devicsiee 2> - i s il General ma [ Support] Uptime|
081 Services |,
Device Device Manage of Oper| Oper Admin
Name 1P Address Device 1234567t Up Down Down Location Contact
@ SCHANRTR 32.122.145.166 Tenel SSHWeb HTTPS Sysiog e @@ | 8 ¢ | & 0
| Interface <<>> (LS Trafiic [ PoE | STP J Details J Poll  CDP/LLDP
Defl | PeakD
Interface 1P Eror | Utilization |\ oce (. Statis
Number | Address Description Rate Tx | Rx Speed  Duplex’ i Admin Oper
@ Tnc $23%1042252 Fall: FastEthemett/t (Cogent) ©0.001% 6.560% 9.856% 100,000,000 Full mome up | up
Interface Performance Download Excel w Advanced Stats
LI Weekly § Monthiy J Yearly |
Bits per second  [Tonm (N
9955kb
e i | I{l T ) T Rx
= 1 LI G min o kbps 0 xps
» [L oAbl Mk Avg 75 wpps 2, ses xoes
£ ez A
A s I ul Y| Max 6,560 kbps 9, 955 kbps
[ A bllly  95th 3,251 wops s, 658 kops
L To 20 2z TS 10 1z 14 ds  95th%  3.252%  5.689%
Elecsived  Time (Howrs)
Packet Loss g period)
s
4
u a
H z
8 . }
ERE o arars ™ T
a rrors o daral  Time (Howrs)

Queuing Mechanism
First In First Out (FIFO)

Network Prescription™

ong errors exist on this

is interf
i et e vacaved fames ihat are 100 large for it receive. Another inerface on this segment may e configured o perform VLAN tagging, and tisinterface is not configured to espect VLAN tags I he other interface transmits a 1500 byte long frame, the VLAN tag added fo the rame making it

1518 bytes long. This interface may discard these frames and also not interpret the VLAN tag properly as a resut. To fix this problem, either enable VLAN tagging on this interface, or disable VLAN tagging on al other interfaces on this segment.
+ Frame Too Long errors exist on this interface

lerface has received frames that are too arge fo
frames, then all devices on me
+ Inbound Discards exist or
Inbound packets had 1o be clscarded because of a lack of avalable packet recei
+ Inbound Errors exist on this interface
Inbound errors are pzckets thal are mal-formed, but are enclosed in a valid frame. This can be caused by a bad NIC driver or protocol driver on the sending de
determine which d
«Outtbowt Ditsatos Sist o ms interfacs

Packets were discarded becase the ransmiting machine may have run outof outbound packet bufers. This can occurfthere s ot enaugh outbound bandwicth avaiabl f transmital requested data It suggested thatyou increase the bandwidth o his link, o increase the number of ransrmit uffers
on this device,

receive. Jumbo frames may be enabled on another interface on this segment. Jumbo frames are frames that are more than 1500 bytes long, and can be up to 9000 bytes. If another interface on this segment s configured to transmit jumbo
ment must aiso b configured to handie umbo fames to avoid having rames larger than 1500 bytes b discarded. To i i prolem, fher enable jumbo fames on ths terface, ordsable fumbo rames on o olher nfefaces on tis s

buffers. This can i

e that the devi

/s internal CPU may be unable to process all of the inbound data that i

is receiving

To track down this error, you will need to connect a packet analyzerin front of this interface to caplure the actual mal-formed packet to

Interface Notes Add Note

DatelTime Username Note
8242011 52607 PM SYSTEM Interfaos changed siatus to UP.

8242011 5:13:06 P11 SvsTEM Interface changed status to DOWN

8242011 4:45:05 PM SvsTEM Interface changed status to UP.

8232011 9:42:02 AM SYSTEM Interface changed stafus to DOWN

8222011 5:51:31 PM SvsTEM Interface changed status to UP.

8222011 5:46:31 M SvsTEM Interface changed status to DOWN

—
TotalView: Release 7 (6303) Copynight 62016 PaihSolutions

Perpelual License, icensed for 1000 nterfaces.
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Utilization Graphs
The utilization graphs provide historical utilization of an interface in Daily, Weekly, Monthly, and Yearly

views.

You can also view the information in bits per second, percent utilization, or peak percent utilization.

Interface Performance

Daily

Download Excel M View Advanced Stats

[ Weekly J Monthly | Yearly |

Bits per second  [TIFENTY

Eits

O G T ——

7364kh
£373kb
335Zkb
1321khb

8 10 1Z 14 1l& 18 20 2

B Trahsmitted

Packet Loss (Errors per polling period)

Errors

z 0 z 4 & g8 10 12 14 16
W Baceiwved Time (Hours)

3 10 1z 14 1ls 1% 20 22 O z 4 & g8 10 1 14 16
Time (Hours)

B Errors

Interface Performance

[ Daily BRVECST Monthly | Yearly |
Bits per second

Bits=s

Packet Loss
1z

Errors

B Transmitted

Errors per polling period)

B (no data)

Min

Avg
Mazx
95th
95th

Tx Rx
0 kbps 0 kbps
875 kbps|2,568 kbps
6,560 kbps 9,955 kbps
3,251 kbps 8,688 kbps
% 3.252% B.669%

Download Excel W View Advanced Stats

W Received

H Errors

Mon Tue Wed
H (no data)

Tx Rx
Min 74 kbps 135 kbps
Avg 1,951 kbps 3,608 kbps
Max 10,367 kbps 10,200 kbps

Page 67



PathSolutions TotalView

Interface Performance Download Excel ll View Advanced Stats
[ Daily § Weekly JRIGTGTY

Bits per second [N

Bits

leb .....................................................................................................
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T Rx
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in 0 kbps 0 kbps
4mb ........................................................................... p p
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Errors
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Interface Performance Download Excel ll View Advanced Stats
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[ Monthly BREETT
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Eits

10mb
Suh
Tx Rx
Gmb ......................................................................................... M
in 0 kbps 0 kbps

4mb ......................................................................................... p p

Avg 164 kbps 216 kbps
o Bl et s b el sl e b s el clb il sl
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IFebIHarIApr'Hay'JunlJulIAugISepIDctINoleec'Jan'FebIHa
m Errors B (no datal Month
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Current Utilization Information
If you want to view the current utilization of this interface, click on the "Current Utilization" button. You'll

get a window that will display the immediate current utilization on the interface:

Device =2 10.100.36.100 Santa Clara GW
Interface Int #1 0: feil
Current Peak Interface Speed Utilization Percent
Direction Percent  Percent 100,000,0000 40 PO 301 40 S0 Bl 0 ED S0 10D
Tx 54.55 79.94 sss24 ||

You can open as many of these current utilization windows as you would like. This permits you to do
detailed bandwidth studies of any monitored interface on the system.

A high-water mark is maintained so you can determine the highest utilization point that occurred since the
window was opened.

The current utilization page is updated every 5 seconds.

Exporting Utilization Graph Data for an Interface
The "Download Excel" button allows you to download all of the graph data into an .xls file for charting and
graphing with a spreadsheet.
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QueueVision
If the interface is on a Cisco router configured for class-based QoS (CBQOS) with Modular QoS CLI, then
the queues will show below the packet loss graph along with their queue match criteria.

Network Prescription
Below the graph is the Network Prescription for the interface. This is an analysis of any problems that
exist on the interface, including errors and utilization.

. Poll frequency: 00:05:0
Solutions TotalView Lastpol:  3/7/2016 4144146 B
Network health: DEGRADED (2.1%

 Map | Path | Gremlins | Phones | Assessment | MOS UNIIEER. Favorites 1 Issues | Health | Top-10 L WAN L interfaces | Tools |
(LT Trafiic  PoE T STP Yinventory | Description ¥ Support] Financials J Uptime |

Golite 445, o Heatty Suppressed otssue 2 Conmtai
oSt Serviees |,
Device | Device Manage 34 MR B
Name | IP Address Device 1234567t Up Down Down Location Contact
@/ta1bec 10-100.36.75 Tehe! SSHVien HTTPS Sysiog o o 2311 13| o |Samacan Saly Toner
Interface << >> General [PoE] [ Details [ Poll  CDP/LLDP
Feak ' peak Daily
Y utilization Pot| Status
Interface | IP Error Interface Vo
Number  Address Description Rate  Tx | Rx Speed  Duplex” "ib" Admin Oper
o/Int $23 23 (ot 1 Port: 23 Norel Efhemet Routng Swich 5520-24T-PYIR ol - Port 23 3.3724/0.000%0.0074|1, 000, 000, 000 Full jnone| up | up

Interface Performance Download Excel )l View Advanced Stats,
REUAN Weekiy | Monthy |

Bits per second [ TN
e

ol C T™x  Rx
in 0 kbps 0 kbps
o Am o P
s vg 0 kbps 1 kbps
o Max 0 kbps 71 kbps
Lawn
95th 0 kbps 4 kbps
O T2 13 18 15 20722 0 L 4 £ 6 101z 14 16 O5th%0.000% 0.000%
B Tranemitred mReceived  Time (Hours)
Packet Loss (Errors per polling period)
2297
1836
137
g s18 "
= 159
o
6 1012 14 16 18 20 22 0 2 ¢ 6 5 10 L2 14 15
mErrors mno dara)  Time (Hours)

Network Prescription™

- Inbound Discards exist on this interface
Inbound packets had to be discarded because of  lack of available packet receive buffers. This can indicate that the device's internal CPU may be unable to process all of the inbound data that it is receiving.

Add Note

Interface Notes
DatelTime Username Note
7712014 3:0506 PM svsTEM Interface changed status to UP
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Interface Notes
Notes can be added to an interface so you can track when you performed work on an interface:

Add Interface Note Device 10.100.36.75, Int #23
|| Add || Close |

255 characters left.

Note: If you have authentication turned on, then the Username field will use the logged in user who
entered the note.

Note: The notes are stored in comma separated values (CSV) format in the following directory:

For 32 Bit Operating Systems
C:\Program Files\PathSolutions\TotalView\Notes

For 64 Bit Operating Systems
C:\Program Files (x86)\PathSolutions\TotalView\Notes

You can edit the files with any text editor like Notepad or use Excel to open the file in CSV
format.

The filename for device notes is the IP address of the device. For example, the notes for device
38.102.148.163 interface #2 would be stored in filename 38.102.148.163-2.csv.
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Advanced Interface Statistics

If you click on the “View Advanced Stats” button, you will be presented with additional graphs showing
bits per second, packets per second, broadcasts per second, and errors over time:

Poll frequency. 00:05:00

. -
Solutions TotalView Lastpoll  3/7/2016 4124140 B
Network health:  DEGRADED (2.1%)
| Map | Path | Gremlins | Phones | Assessment | MOS UREVIERY Favorites | Issues | Health § Top-10 L WAN [ Interfaces I Tools |
Device << >> S S S e General [PoE] [ Support] [Uptime |
08t Services |,
Device | Device Manage o o e e
Name | IP Address Device 1234567 int Up Down Down Location Contact
o/Halbec|10.100.36. 75 Tanet SSHWeb HTTPS Sysiog | o 2611 15 0  SwaCim Saly Toner
Interface << >> General [PoE ] [ Details | Poll [ CDP/LLDP
Ejﬁ‘; Peak Daily
Interface 1P Emor | Utilization Interface (gl Statis
Number  Address Description Rate = Tx | Rx Speed  Duplex' ‘1D Admin Oper
o/Int £23 4623 (Sio. 1 Port: 23): Nortl Ethemet Routing Swch 5520-24T-PYIR Nodle - Por 25 45.572+0.0008 00073 1,000, 000,000 Full mome up | up

Interface Performance Download Excel l Hide Advanced Stats
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Bits per second Peak Percent
ey

o . ™ Rx

in 0 kbps 0 kbps

sz A'“ L L

" 0 kops s

i vg ps 1 kbp:

a Max 0 kops 71 kbps
Lao

95th 0 kops 4 kbps

O ™12 T 16 1520 22 6 % 4 & % 101z 14 16 95th%0.000% 0.000%

& Transmittad WReceived  Time (Hours)

Packet Loss (Errors per polling period)

2297
1836
w17 ‘
H s18 1
= 459
o
G 101z 13 15 18 20 22 T 4 6 10z 1316
= Errors mino daval  Time (Hours)

Peak packets per second
s

Packsts

N
3
2
1
o

T I0 1z 13 15 15 20 22 T3 6 101z 14 1e
 Tranemitted a Received Tine (Hours)

Peak broadcasts per second

. |
: 1) |
i . I Ao
: : —lr | rﬁr
R A VT 2 4 & B8 10 12 14 16
Gt Mieceived | Tiue (Hourss

The information displayed is useful for determining timing of broadcast storms or unusual packet activity.
You can also determine when packet loss occurred on the interface to help correlate with network events.
It is useful to determine if packet loss occurred along with high utilization levels or if the loss was
independent from utilization events.

ADD INTERFACE ERRORS TYPE?

Packets Broadcasts % Broadcasts
T Rx Tx Rx Tx Rx
Historical o 15,817 25,777 2,266,845 0.000% 93.307%
Last Poll 0 5 10 1,058 0.000%| 35.530%
Interface Errors
Error Counter Tracked  Type Eifors EroiS por acket|
Current Total | Current  Average
inbound Unknown Protocols Common o o - =
Inbound Discards o Rae 375/517, 448 35.228% 22.415%
Inbound Errors o Rare B o - =
Outbound Discards o Rae 0 o - -
Outbound Errors o Comen 0 0 - =
Outbound Queue Length Reference 0 o - =
Single Colision Frames o Common 0 o - =
Mutple Colision Frames o Rae o o - =
Deferred Transmissions o Common o 0 - -
Carrier Sense Errors o Rae 0 o - =
Excessive Collisions Raze o o - -
Alignment Errors o | rare ° o - -
FCS Ermors o Rae o o - =
SQE Test Erors o | Rare o o - =
Late Collsions o Rae B o - =
Interal MAC Transmit Erors. o | Raze 0 o - -
Frame Too Longs o Rae o 0 - =
MAC Receive Ermors . o 0 - =
ErorTotals 376517, 445 35.226% 22.415%
Network Prescription ™
- Inbound Discards exist on this interface
Inbound packets had to be discarded because of a lack of available packet recsive buffers. This can indicate that the device's intemal CPU may be unable to process all of the inbound data that t s receiving.
Interface Notes
DatelTime Username Note
77201430506 P svstEm Intrface chinged status 0 UP
TotaNiew Retesse 7 (5303) Copyran G201E PainSalatons Terpetual osnes, Tosnsed or 1000 meraces
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Additional interface information is displayed below the graphs:

Interface Traffic
Packets Broadcasts % Broadcasts
Tx Rx Tx Rx Tx Rx
Historical 53,301,557 66,160,371 343,441,720 359,457,658| 66.565%| 84.455%
Last Poll 0 5 10 891 0.000% 99.442%
Interface Errors
Error Counter Tracked  Type Lans TATREpOr; ACkEE
Current Total Current Average
Inbound Unknown Protocols Common 0 ] - -
Inbound Discards . Rare 260 9,B819,730(26.696% 1.194%
Inbound Errors . Rare 0 0 - -
Qutbound Discards L] Rare 0|296,405,766 - 36.043%
Qutbound Errors . Common ] 0 - -
Outbound Queue Length Reference 0 0 - -
Single Collision Frames . Common 0 0 - -
Multiple Collision Frames . Rare 0 0 - -
Deferred Transmissions . Commeon 0 ] - -
Carrier Sense Errors . Rare ] ] - -
Excessive Collisions Rare 0 ] - -
Alignment Errors . Rare 0 0 - -
FCS Errors . Rare ] 0 - -
SQE Test Errors . Rare 0 0 - -
Late Collisions . Rare ] 0 - -
Internal MAC Transmit Errors . Rare 0 ] - -
Frame Too Longs . Rare 0 0 - -
MAC Receive Errors . Rare 0 0 - -
Error Totals 260/306,225,259/26.69B%|37.237%
Network Prescription™
+ Inbound Discards exist on this interface
Inbound packets had to be discarded because of a lack of available packet receive buffers. This can indicate that the device's internal CPU may
be unable to process all of the inbound data that it is receiving.
+ Qutbound Discards exist on this interface
Packets were discarded because the transmitting machine may have run out of outbound packet buffers. This can occur if there is not enough
outbound bandwidth available to transmit all requested data. It is suggested that you increase the bandwidth of this link, or increase the number
of transmit buffers on this device,
Interface Notes
Date/Time Username Note
71712014 3:05:06 PM| SYSTEM Interface changed status to UP

e —— —
TotalView Release & (6445) Copyright ©2015 PathSolutions Pempetual License, licensed for 1000 interfaces

All error counters are displayed so you can determine the exact error type that occurred on the interface.
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If you click on an Error Counter type, you will receive the official definition of the error as well as what
should be done to resolve the error:
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Ignoring Interfaces
There are three different ways of ignoring interfaces.

1) The IgnorelList.cfg allows you to ignore ranges of interfaces on devices.

2) The IgnoreType.cfg allows you to ignore interfaces via descriptions system-wide — like if you wanted to
always ignore any interface with the description of “Loopback”.

The above files should be opened up in Notepad for editing. After you save the file, stop and restart the
service to have this change take effect.

These files are located in one of the following directories:

For 64 bit — C:/Program Files (x86)/PathSolutions/TotalView/IgnoreList.cfg
For 32 bit — C:/Program Files/PathSolutions/TotalView/IgnoreList.cfg

3) If you only have a couple of ports you would like to ignore you can go to the “Device List” tab and click
on a device and then click on the “ignore” link towards the right hand side of the table for each interface
number you would like to ignore.

» Pall frequency: 00:05:00
SO'U'“O“S TotalView Last poll: 2/19/2015 3:01:23 PM
Network health: DEGRADED {1.0%)
| Map | Path | Phones | Assessment | MOS DEVEEER Favorites | Issues | Health | Top-10 | WAN [ Interfaces | Tools |
Device Health Suppressed | - Comm Lock
Summary << ®@Festhy e Wisse T Caonfig
=> TR Traffic | POE [ STP | Inventory | Description | Support] Financials | Uptime |
035l Services
Device Device Mana_ige of Oper Oper Admin .
Name IP Address Device 1234567 Int Up Down Down Location Contact
® Merlot|10.100.36.48 Telnet SSH Web HTTPS | @@ @@ #1331 7 24 0 Santa Clara, CA noci@pathsolutions.com
Interface Summary [PoE | STP | () (SN Connected
Update
Interface P Ignore Devices connected to
Number Favorite Address Description Int this switch port
Int $1 Favorite 1M1: Summit300-24-Port 1 (Visitor_Cube) —lp | gnOTE
Int 2 Favorite 1/2: Summit300-24-Port 2 (Trunk-Muscat) Ignore
Int §3 Favorite 143 Summit300-24-Port 3 Ignore
® Int #4 Favorite 1/4: Summit300-24-Port 4 lgnore VLAN #1: 0A-20-B7-07-28B — 10.100.36.161
VLAN #1: -97-18-D6-80 — 10.100.36.51
® Int £5 Favorite 5 Summit300-24-Port 5 Ignore| VLAN #1: -97-18-D6-81
VLAN #1: -FE-D9-BF-E0

If your Web Config has been locked and you do not see then “ignore” link in the Device List tab, follow the
instructions below to Unlock the Web Config.

Unlock the Web Configuration
If the web configuration is locked, and you want to unlock it, Use the Config Tool > Output tab and then
check the box “Unlock Web Configuration”

Alternatively, if you want to Lock the Web Configuration to remove the “favorite” and “ignore” feature, click
on the “Lock Config” link shown below.
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Favorites Page

If you have specific interfaces that you want to group together to view from one page, they can be added
to the Favorite’'s page:

Favorite Interfaces List

View | Last  LastPoll

Device Device Interface Current | Poll  Utilization
Name 1P Address | Number Description Utilization Errors| Tx | Rx
Merlot |10.100.36.48 |Int $19 115 Summi30024-Pert19 ViewCurent| 0.00% 0.00% 0.00%
|Int #1 | fe1.1:Unit 1 100BASE-TX RJ45 Fast Ethernet Frontpanel Port 1 \View Curent, 0.00% 0.00% 0.00%
@ Internet 10.100.36.1 |Int #1  FaDlb:FastEthemel0/d (WAN side <FG726~) View Current 15.84% 0.67% 18.95%
@ New¥York 192.168.201.2 |Int #2  Se0/0: Seral0/0 (Link o Atlanta) \View Cument| 0.00%13.30%11.80%
@ SCWANRTR 32.122.148.166 Int #1 Fa0/0: FastEthemetD/0 (SC Office) \ViewCument, 0.00% 4.01% 1.14%

© SCWANRTR 32.122.148.166 Int £2  Fa0/1: FasiEthemet0/l (Cogent) ViewCurrent 0.00% 1.13% 4.01%

—_— Y —————
TotalView Release 7 {6803) Copyright 92016 PathSolutions Perpetual License, icensed for 1000 interfaces.

This page displays the most recent utilization that was seen during the last polling period of all favorite
interfaces.

Adding an Interface to the Favorites List

To add an interface to the favorites list, just click “Favorite” in the General sub-tab under the Device List
tab.

path

Ma Path | Phones || Assessment | MOS [EiEUER Favorites | Issues || Health | Top-10 | WAN | Interfaces | Tools

Device Summary =< 3> SHEMr ¢ Spmescisn: Bhax FEammAl Ltel

OS5l Services
Device Device Manage =TI of Oper Oper | Admin
Name IP Address Device 123456 7Int Up Down Down Location Contact
® Etlanta 10.100.37.1 Telnet SS5H Web HTTPS| |e|e/e ezl 2] 1] 1 Aflanta, GA | Sally Toner x 4005
Interface S ummary << >> [Details] Poil ] CDPILLDP JReetReer
'
Interface P Ignore Switch interfaces showing
Number Favorite Address Description | int this MAC address
| |Barvera~ Int #18 (5)
o . |Gamay— Int #24 (13)
® Int #1|Favorite ©0.100.37.1 Fal/D: FastEthemetiD Ignore! Grenmache— Int $22 (13}
|Shiraz— Int #1 (15)
| ; : [ Bordeaux— Int #5 (3)
® Int 325 Favorite | 192.165.202.2| Fal/1: FastEthemetDi1 .Ignule Eabesnel Tor 34 My
Int #3| Favorite Sel/D: SerialliD | Ignare|

You will be presented with a dialog confirming your selection:

-
Message from webpage g

@ Add this interface to the Favorites tab?

[ ok || cancel

Click “OK” to add the interface to the favorites tab, or Cancel if you do not want to do so.

Note: The web interface must be in Configuration Mode to be able to add an interface to the Favorites
List. To access the web configuration tool, use the Config Tool and choose the “Output Tab”. If
the web configuration is locked, and you want to unlock it, check the box “Unlock Web
Configuration. See page 132 to see more about the Configuration Mode.
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Removing an Interface from the Favorites List

To remove an interface from the Favorites List use the “Config Tool” and click on the Favorites Tab where
you can delete an interface from the Favorites List. See Page 137 for details.

You can also edit the following file with a text editor and remove Favorite Interfaces:

For 32 Bit Operating Systems
C:\Program Files\PathSolutions\TotalView\Favorites.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\PathSolutions\TotalView\Favorites.cfg

Locate the IP address and interface number in the file and then delete it and Save the file. The
PathSolutions TotalView service must be stopped and re-started to have these changes take effect.
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Issues

Interfaces that have peak utilization rates or error rates that are over the threshold will be listed under the
"Issues" tab:

Interfaces with peak daily utilization rates greater than 80% or error rate greather than 3% sorted by Comm fail, Exror rate, and Utilization Font
Daty | PeskDeiy
| Device Device Interface Interface | Error Lilzafion
Name IP Address Number Description Speed Rate Tx Rx

Clelektra 10.100.37.18 |Int $5 for this inferface does. d be incorrect & i 5 &
C|PathSolutions|10.100.36.1 -na- AR i 0.0doss netuork Check -
CCorvina 10.100.36. 61 —na- No default oute found on s device Check = = = =
/SC_User_SW2 10.0.12.7 Int #1 1106.1) 10,000,000/99.999% 3.005%8 0.138%
®/SC_User_sWl |10.0.12.6 Inv 12 1414 (19.1) 100,000,000/99.998% 3.074%3 0.0778
® Zinfandel 10.100.36.25 | Int $83886080 mgmid: mgmtd 1,000,000,000/29.988% 0.001% 0.001%
@ Sauvignon 10.100.36.20 Int $17 ifc17 (Slot: 1 Port: 17): Avaya Ethemet Routing Switch 4850GTS-PWR+ Module - Port 17 100,000,000 89.312% 48.340% 53.4243
@ Malbec 10.100.36.75 |Int $23 1623 (Siot: 1 Port: 23): Norlel Ethernet Routing Switch 5520-24T-PIWR Module - Port 23 1,000,000,00043.3723 0.000% 0.007%
® CiscoASA 10.100.36.4 Int $15 inside: Adaptive Security Appliance ‘inside’ interface —~Unknown- | 22.425% 0.000% 0.000%
® Internet 10.100.36.1 |Int $1 Fall0: FasiEineme(0/) (WAN side <FG7267) 10,000,000/17.010% 45.251% 35.748%
@ Pinot 10.100.36.53 | Int $10002 | a2 FasiEhemel0r (Cube A02) 10,000, 000/15.0923| B2.860% 82.835%
@ Merlot 10.100.36.48 |Int $4 114 Summit300.24-Port 4 100,000,000(13.1328 1.5278 1.352%
®/SC User_sW2 |10.0.12.7 Inc #24 2424 (Path Salutens) 10,000,000/12.522% 93.054% 46.372%
‘® Brunello 10.100.37.16 Int $2 2:2(To Gamay eth 0/15) 10,000,000/ 7.6839% 0.383% 0.311%
® Tnternet 10.100.36.1 |Int $2 Falit: FasiEihemel0/i 100,000,000 6.478% 3.5843 4.531%
® CiscoASA 10.100.36.4 Int $#12 Adaptive 1,000,000,000) 5.326% 0.520% 0.8520%
® Malbec 10.100.36.75 Int $2 ifc2 (Slot: 1 Port: 2): Nortel Ethemet Routing Switch 5520-24T-PWR Module - Port 2 (To Pinot). 100,000,000 3.318% 1.444% 2.890%
@ NewYork 152.168.201.2 Int 1 EX00: Enernei0/0 10,000,000 3.257% 0.581% 0.673%
‘@ SCHANRTR 32.122.148.166Int $10 T2 Tumnelz 5,000 0.000%100.000%/100. 0008
@ SCHANRTR 32.122.148.166Int 9 Tut: Tumnel 5,000 0.0008 1.778%100.0008
® CiscoASA 10.100.36.4 Int $#11 Ethemet0/7- Adapiive Security Appliance Ethemet0/7" inierface 10,000,000 0.000% B£1.822% B1.856%
18 total interfaces listed Top of page

Totaniew Relesss 7 (3503) Copyrgh 2016 PainSonions

—
Perpetual License, loensed for 1000 mierfaces

The threshold levels are displayed at the top of this table for reference.

If the error rate or peak utilization rate is over the threshold, it will be displayed in red for easy
determination of the interface problem.

You can click on the interface number to jump to the interface details page and view the utilization and
error information.

Note: Interfaces that have been over threshold sometime in the past 24 hours are listed. Interfaces will
roll off of the issues list if it is under the error rate and utilization rate for a full 24 hours

Page 78



PathSolutions TotalView

Page 79



PathSolutions TotalView

Health

The Health tab provides user-changeable widgets that can be displayed inside or outside of this tab. You
decide the type of widget and how you want information presented, and each widget auto-updates
automatically.

When you first use the Health tab, it will display a blank screen with a little “Edit” link in the upper right
hand side.

path

Maj Path | Phones || Assessment | MOS | Devices | Favorites | Issues Top-10 || WAN || Interfaces || Tools

Edit

If you click that link, it changes to two links: “Add Widget” and “Lock”.

path

Path | Phones | Assessment | MOS || Devices | Favorites || Issues Top-10 | WAN | Interfaces | Tools

Add widget | Lock

’, b EVMware, Inc.
B Other
Dell Inc

Interface Speed E Device Manufacturers ® | |MAC Addresses

i ».
: ECISCO SYSTEMS, INC.
Other

Hewlett-Packard Company
B Hangzhou H3C Technologies Co.,

5I<10meg Ltd. CISCO SYSTEMS, INC.
10meqg ShoreTel, Inc HApple
100meg BADTRAN INC. Hewlett-Packard Compa
M1gig D-Link Corporation Intel Corporate
- W10gig Dell Inc ShoreTel, Inc
=>10gig 4 SENAO Networks, Inc. 4 MFortinet Inc.

If you click “Lock”, it will just go back to “Edit”.

If you click “Add Widget”, it will open a dialog box and ask which widget you should add. The one you
select will immediately be placed on the page. You can move the selected widget around and change the
size by clicking on the sizing object in the lower right corner of the widget.

If you want, you can click “X” and close the selected widget.

When you are satisfied with its location and size, click “Lock” and the system will then lock it in and
display it without risk of having it change size or location. The “X” in the upper right corner will change to
an arrow that you can now click on. It will create a separate detached window for the widget that you can
drag around your screen.

You can continue to add other widgets to the screen as you want.
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Top 10

The top 10 section provides you with overall network information for all monitored interfaces. This section
is handy for determining what is occurring on the network regarding errors, utilization, and broadcast
levels.

Errors
The top 10 interfaces with the highest error rates are listed under the "Top-10" tab, in the "Errors" sub-tab.

This tab allows you to see what interfaces have errors that are approaching the error threshold.

Click on the interface number to jump to the interface details page and view the utilization and error
information.

- Poll frequency: 00:05:00
Solutlons TotalView Last poll: 3/7/2016 4:44:46 PM
Network health: DEGRADED (2.1%)
 Map | Path | Gremlins [ Phones I Assessment [ MOS | Devices | Favorites I Issues [ Health UREERIIN WAN [ Interfaces | Tools |
Errors
Top 10 Interfaces With Highest Daily Error Rates Sorted by Error Rate Scope: |Peak Daily \/| Group: |AII \/|
g:f‘l'; Peak Daily
Device Device Interface Error Hilization
Name IP Address Number Description Rate Tx Rx
®|SC_User_SW2/10.0.12.7 Int #1 1:1(36.1) 138%
®|5C_User SW1/10.0.12.6 Int #14 14:14 (19.1) 077%
® Zinfandel 10.100.36.25 Int #83886080 mgmt0: mgmt0 .001%
® Sauvignon [10.100.36.20/Int #17 ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 89. 48.349%|53.424%
®|Malbec 10.100.36.75/Int #23 ifc23 (Slot: 1 Port: 23): Nortel Ethemet Routing Switch 5520-24T-PWR Module - Port 23 43. 0.000% 0.007%
@ CiscoASA 10.100.36.4 |Int #15 inside: Adaptive Security Appliance 'inside’ interface 22. 0.000% 0.000%
® Internet 10.100.36.1 |Int #1 Fa0/0: FastEthenet0/0 (WAN side <FG726>) 1% 45.251%|35.748%
® Pinot 10.100.36.53|Int #10002 Fa0/2: FastEthemet0/2 (Cube A-02) 15, 82.860%82.835%
® Merlot 10.100.36.48/Int #4 1/4: Summit300-24-Port 4 13.132 1.527% 1.354%
@ SC_User SW2({10.0.12.7 Int #24 24: 24 (Path Solutions) 12.922%/33.054%/46.372%
TotalView Release 7 (6803) Copyright ©2016 PathSolutions. Perpetual License, licensed for 1000 interfaces

You can also modify the output to view your preferred “Scope” or device “Groups” by using the drop down
menu on the right hand side. The “Scope” drop down menu will allow you to either see Peak Daily
Highest Error Rate within the last 24 hours or the Last Poll Error Rate within the last 5 minutes.

If a problem is currently happening on the network it's valuable to know which interfaces are currently
showing the highest utilization or error rates. The Last 5 Minute Poll allows you to target the right
impingement points in the network and get the root-cause of the problem fixed rapidly.
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path

Maj Path | Gremlins | Phones || Assessment | MOS | Devices | Favorites | Issues | Health WAN | Interfaces | Tools
Errors
Top 10 Interfaces With Highest Daily Error Rates Sorted by Error Rate Scope: |Peak Daily V| Group: [Al
Ped VoIP Gateways
Dai Distribution Network
Device Device Interface Errd AN Network
Name IP Address Number Description RatlCore Networ
®|SC_User_5W2/10.0.12.7 Int #1 1:1(36.1) 99.999% 3.005%| 0.138%
®|SC_User SW1/10.0.12.6 Int #14 14:14 (19.1) 99.998%| 3.074%| 0.077%
®/Zinfandel [10.100.36.25Int #83886080| mgmt0: mgmt0 99.988%| 0.001%| 0.001%
@ Sauvignon [10.100.36.20|Int #17 ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 89.312%|48.349%|53.424%
® Malbec 10.100.36.75/Int #23 ifc23 (Slot: 1 Port: 23): Nortel Ethernet Routing Switch 5520-24T-PWR Module - Port 23 43.372%| 0.000% 0.007%
®|CiscoAsA 10.100.36.4 |Int #15 inside: Adaptive Security Appliance ‘inside’ interface 22.425%| 0.000%| 0.000%
® Internet 10.100.36.1 |Int #1 Fa0/0: FastEthernet0/0 (WAN side <FG726>) 17.010%|45.251%|35.748%
@ Pinot 10.100.36.53/Int #10002 Fa0/2: FastEthernet0/2 (Cube A-02) 15.092%|82.860%|82.835%
® Merlot 10.100.36.48/Int #4 1/4: Summit300-24-Port 4 13.132%| 1.527%| 1.354%
®|SC_User_ SW2{10.0.12.7 Int #24 24: 24 (Path Solutions) 12.922%|33.054%|46.372%
TotaNiew Release 7 (6803) Copyngnt ©2016 Painsolitions Porpelual Licanse, icensed for 1000 miertaces
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Transmitters

The top 10 interfaces with the Highest Daily Transmitted Rates sorted by Utilization are listed under the
"Transmitters" sub-tab.

This tab allows you to see what interfaces physically transmit the most data regardless of interface speed.

You can click on the interface number to jump to the interface details page and view the utilization and
error information.

path

Map | Path || Gremlins | Phones | Assessment | MOS [ Devices | Favorites || Issues || Health Interfaces | Tools

A Transmitters

Top 10 Interfaces With Highest Daily Transmitted Rates Sorted by Utilization Scope: |Peak Daily V| Group: |AII V|
Daty  PeakDaily
Device Device Interface Error Stilization
Name IP Address Number Description Rate Tx Rx
@® SCWANRTR 32.122.148.166 Int #10 Tu2: Tunnel2 0.000%/100.000%|100.000%
® Pinot 10.100.36.53 Int #10002 Fa0/2: FastEthernet0/2 (Cube A-02) 15.092%| 82.860% 82.835%
® CiscoASA 10.100.36.4 Int #11 Ethernet0/7: Adaptive Security Appliance 'Ethemet0/7" interface 0.000%| 81.822%| 81.856%
@ Sauvignon 10.100.36.20 Int #7 ifc7 (Slot: 1 Port: 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7 0.667%| 48.349% 53.424%
® | Sauvignon 10.100.36.20 Int #17 ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 89.312% 48.349%| 53.424%
® Internet Q03 6" Int #1 Fa0/0: FastEthernet0/0 (WAN side <FG726>) 17.010%| 45.251% 35.748%
@ NewYork 192.168.201.2 |Int #2 Se0/0: Serial0/0 (Link to Atlanta) 0.000% 35.698% 33.875%
@® Denver 10.100.36.60 Int #2 Se0/0: Serial0/0 0.000%| 33.279%| 35.813%
@®|SC_User_SwW2/10.0.12.7 Int #24 24: 24 (Path Solutions) 12.922%| 33.054%| 46.372%
® SCWANRTR 32.122.148.166|/Int #1 Fa0/0: FastEthemet0/0 (SC Office) 0.001% Bl 6.562%
TotalView Release 7 (68—03) Copyright@T‘!G PathSolutions Perpetual License, licensed for 1'5?0 il

You can modify the output to view your preferred “Scope” or “Group” devices by using the drop down
menu on the right hand side. Using the Scope, you can choose to see the Peak Daily Highest Error Rate
within the last 24 hours or the Last Poll Error Rate within the last 5 minutes. You also have the option to
view the 95" Percentile Highest Daily Transmitted Rates, Raw Data Highest Daily Transmitted Rates, or
Broadcasts with The Highest Transmitted Broadcast Percentage.

path

Map || Path | Gremlins | Phones | Assessment | MOS | Devices || Favorites || Issues | Health WAN | Interfaces || Tools

IR Transmitters

Top 10 Interfaces With Highest Daily Transmitted Rates Sorted by Utilization Scope: |Peak Daily V| Group: Al
Peak |VoIP Gateways

Distribution Network

Dail

Device Device Interface ﬂ :‘:dmurllh Erroyr \(I:VAN ITet?Nﬂorlt

Name IP Address Number Description Faw Dals Rate L-0re Networ!
@ SCWANRTR 32.122.148.166/Int #10 Tu2: Tunnel2 B - 0.000%|100.000%|100.000%
@ Pinot 1@ 100-36-53 Int #10002 Fa0/2: FastEthernet0/2 (Cube A-02) 5.092%| 82.860% 82.835%
@ CiscoASA 10.100.36.4 Int #11 Ethernet0/7: Adaptive Security Appliance 'Ethernet0/7" interface 0.000%| 81.822%| 81.856%
@ Sauvignon 10.100.36.20 Int #7 ifc7 (Slot: 1 Port: 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7 0.667%| 48.349% 53.424%
@ Sauvignon 10.100.36.20 Int #17 ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 89.312% 48.349% 53.424%
@® Internet L0 1L 2E 1L Int #1 Fa0/0: FastEthernet0/0 (WAN side <FG726>) 17.010%| 45.251%| 35.748%
@ NewYork 192.168.201.2 |Int #2 Se0/0: Serial0/0 (Link to Atlanta) 0.000%| 35.698% 33.875%
® Denver 10.100.36.60 Int #2 Se0/0: Serial0/0 0.000%] 33.979%| 35.813%
@®|SC_User_SW2|/10.0.12.7 Int #24 24: 24 (Path Solutions) 12.922%| 33.054% 46.372%
@® SCWANRTR 32.122.148.166/Int #1 Fa0/0: FastEthernet0/0 (SC Office) 0.001% ORO 5% 6.562%

TotalView Release 7 (68—03) Copyright @?316 PathSolutions Perpetual License, licensed for 1 l?o interfaces
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Receivers
The top 10 interfaces with the highest daily received rates are listed under the “Receivers” sub-tab.

This tab allows you to see what interfaces physically receive the most data regardless of interface speed.

Click on the interface number to jump to the interface details page and view the utilization and error
information.

path

Map | Path || Gremlins | Phones || Assessment | MOS || Devices | Favorites | Issues || Health Interfaces | Tools

[ Errors | Receivers

Top 10 Interfaces With Highest Daily Received Rates Sorted by Utilization Scope: |Psak Daily V| Group: |AII V|
iy kDl

Device Device Interface Error

Name IP Address Number Description Rate Tx Rx
@ SCWANRTR 32.122.148.166 Int #9 Tu1: Tunnell 0.000% 1.778%/100.000%
® SCWANRTR 32.122.148.166 Int #10 Tu2: Tunnel2 0.000%/100.000%/100.000%
@ Pinot 10.100.36.53 Int #10002 Fa0/2: FastEthemnet0/2 (Cube A-02) 15.092% 82.860%| 82.835%
@® | CiscoASA 10.100.36.4 Int #11 Ethernet0/7: Adaptive Security Appliance 'Ethernet0/7" interface 0.000% 81.822% 81.856%
@ Sauvignon 10.100.36.20 Int #7 ifc7 (Slot: 1 Port: 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7 0.667% 48.349%| 53.424%
® Sauvignon 10.100.36.20 Int #17 ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 89.312%| 48.349% 53.424%
@ SC _User SW2/10.0.12.7 Int #24 24: 24 (Path Solutions) 12.922%| 33.054%| 46.372%
@® Denver 10.100.36.60 Int #2 Se0/0: Serial0/0 0.000%| 33.979%| 35.813%
® Internet 10.100.36.1 Int #1 Fa0/0: FastEthernet0/0 (WAN side <FG726>) 17.010% 45.251%| 35.748%
® NewYork ICRLILES 20 2 | T 42 Se0/0: Serial0/0 (Link to Atlanta) 0.000% 35.698% 33.875%

TotalView Release 7 (6-803) Copyright ©2016 PathSolutions Perpetual License, licensed for 10-00 il

You can modify the output to view your preferred “Scope” or “Group” devices by using the drop down
menu on the right hand side. Using the Scope, you can choose to see the Peak Daily Highest Error Rate
within the last 24 hours or the Last Poll Error Rate within the last 5 minutes. You also have the option to
view the 95" Percentile Highest Daily Transmitted Rates, Raw Data Highest Daily Transmitted Rates, or
Broadcasts with The Highest Transmitted Broadcast Percentage.

path

Map | Path || Gremlins | Phones | Assessment | MOS | Devices | Favorites || Issues || Health WAN | Interfaces | Tools

Receivers

Top 10 Interfaces With Highest Daily Received Rates Sorted by Utilization Scope: |Peak Daily V| Group: |4l

Peak |VoIP Gateways

Daily Distribution Network
Device Device Interface Error | WAN Network
Name IP Address Number Description Last Poil Rate LCore Network

95th Percentle ™ 0004 1.778%(100.000%

® | SCWANRTR 32.122.148.166(Int #9 Tu1: Tunnell

® SCWANRTR 32.122.148.166|Int #10 Tu2: Tunnel2 gml:u 0.000%|/100.000%|100.000%
@ Pinot 10.100.36.53 Int #10002 Fa0/2: FastEthernet0/2 (Cube A-02) = |15.092%| 82.860%| 82.835%
@ CiscoASA 10.100.36.4 Int #11 Ethernet0/7: Adaptive Security Appliance 'Ethernet0/7" interface 0.000%| 81.822%| 81.856%
@ sauvignon [10.100.36.20 | Int #7 ifc7 (Slot: 1 Port: 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7 0.667% 48.349% 53.424%
® Sauvignon 10.100.36.20 Int #17 ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 89.312%| 48.349% 53.424%
®|SC_User SW2/10.0.12.7 Int #24 24: 24 (Path Solutions) 12.922%| 33.054%| 46.372%
@® Denver 10.100.36.60 Int #2 Se0/0: Serial0/0 GO0 | S BTER | S BILEES
® Internet 10.100.36.1 Int #1 Fa0/0: FastEthernet0/0 (WAN side <FG726>) 17.010% 45.251%| 35.748%
® NewYork 192.168.201.2 Int #2 Se0/0: Serial0/0 (Link to Atlanta) 0.000%| 35.698% 33.875%
m— m— —
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

Note: If you have an interface that is receiving a high level of broadcasts, investigate the device that is
connected to it to determine why it is transmitting a lot of broadcasts.
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Latency

The top 10 devices with the highest daily latency are listed under the “Latency” sub-tab.
This tab allows you to see which devices have the highest latency sorted by latency.

You can click on the Device to jump to the Device Overall Statistics page and view the Latency, Jitter,
and Packet Loss details.

path

Map || Path | Gremlins | Phones | Assessment | MOS || Devices || Favorites || Issues WAN | Interfaces || Tools

Latency

Top 10 Devices With the Highest Daily Latency Sorted by Latency Group:
Peak Peak Peak

Device Device Daily Daily Daily

Name IP Address Location Latency Jitter Loss

® Zinfandel 10.100.36.25 snmplocation 230 ms/13 ms 1%
@ Shiraz 10.100.37.3 Santa Clara 196 ms 2 ms 8%
@® Atlanta 192.168.202.2 | Atlanta, GA 163 ms 46 ms 18%
@® Atlanta 16} aL(00) 217/ o L Atlanta, GA 159 ms|53 ms 18%
@® Sauvignon 10.100.36.20 SanFrancisco,CA 151 ms| 2 ms 0%
@® CiscoASA 10.100.36.4 Santa Clara, CA 140 ms 10 ms 2%
® SCWANRTR 32.122.148.166 128 ms/1l ms 0%
® GatewaySwitch|32.122.148.176 101 ms 1 ms 1%
® SC_Server 10:0:12 5 SCIT 74 ms, 0 ms 0%
@®|SC_User_ SW2 L0125 T SCIT 71 ms 0 ms 0%

TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

You can also modify the output to view your preferred device “Groups” by using the drop down menu on
the right hand side.
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path

Map | Path | Gremlins | Phones || Assessment | MOS || Devices || Favorites | Issues || Health WAN || Interfaces || Tools

[ Errors | Latency

Top 10 Devices With the Highest Daily Latency Sorted by Latency Group: |5\
VolIP Gateways

Pavics Dovice) Distribution Network

Name IP Address Location Y‘V(ﬁg I?:tt\‘lvﬂgrrli(
® Zinfandel 10.100.36.25 snmplocation TOSTTo T, =
@® Shiraz 10 11000 217 - 35 Santa Clara 196 ms 2 ms 8%
® Atlanta 192.168.202.2 | Atlanta, GA 163 ms 46 ms 18%
@® Atlanta 11015 aL0)) 5 517 5 L Atlanta, GA 159 ms|53 ms| 18%
® Sauvignon 10.100.36.20 SanFrancisco,CA 151 ms| 2 ms 0%
@® CiscoBASA 10.100.36.4 Santa Clara, CA 140 ms 10 ms 2%
@® SCWANRTR 32.122.148.166 128 ms 11 ms 0%
@® GatewaySwitch 32.122.148.176 101 ms 1 ms 1%
@®|SC_Server 1.0.:0...1:2:..5 SCIT 74 ms| 0 ms 0%
® SC User_ SW2 100,312 7 SCIT 71 ms| O ms 0%

TotalView Release 7 (68—03) Copyright ©?)16 PathSolutions Perpetual License, licensed for 1 fmimerfaoes
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Jitter

The top 10 devices with the highest daily Jitter are listed under the “Jitter” sub-tab.
This tab allows you to see which devices have the highest daily Jitter sorted by Jitter.

You can click on the device to jump to the Device Overall Statistics page and view the Latency, Jitter, and
Packet Loss details.

path

Map | Path || Gremlins | Phones || Assessment | MOS || Devices | Favorites || Issues || Health Interfaces | Tools

[ Errors || Transmitters | Receivers | Latency JRUICH

Top 10 Devices With the Highest Daily Jitter Sorted by Jitter Group:
Peak Peak Peak

Device Device Daily Daily Daily

Name IP Address Location Latency Jitter Loss

® Atlanta 10.100.37.1 Atlanta, GA 159 ms 53 ms| 18%
® San Francisco GW/10.100.37.100| San Francisco 15 ms/47 ms| 25%
® Atlanta 192.168.202.2] Atlanta, GA 163 ms/46 ms 18%
@ Honolulu 105100 365 7 ms|32 ms 0%
@ |Miami 10.100.38.3 5 ms 32 ms 0%
® Internet 10.100.36.1 San Francisco, CA 15 ms 23 ms 0%
® Malbec 10.100.36.75 | SantaClara 34 ms/20 ms| 0%
@ Denver 10.100.36.60 | Denver, CO 34 ms 19 ms 0%
® zinfandel 10.100.36.25 | snmplocation 230 ms'13 ms 1%
® NewYork 192.168.201.2| New York, NY 31 ms 12 ms 0%

TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 i

You can also modify the output to view your preferred device “Group” by using the drop down menu on
the right hand side.

path

Map || Path | Gremlins | Phones | Assessment | MOS || Devices | Favorites | Issues | Health WAN | Interfaces || Tools

[ Errors | Transmitters | Receivers | Latency JRILCH

Top 10 Devices With the Highest Daily Jitter Sorted by Jitter

Device Device

Name IP Address Location
® Atlanta 10.100.37.1 Atlanta, GA
® San Francisco GW 10.100.37.100 San Francisco
@® Atlanta 192.168.202.2 Atlanta, GA 163 ms/46 ms 18%
® Honolulu 10, 1003565 7 ms|32 ms 0%
® Miami 10.100.38.3 5 ms 32 ms 0%
@® Internet 1101 11010}~ 235 1 AL San Francisco, CA 15 ms|/23 ms 0%
® Malbec 10.100.36.75 | SantaClara | 34 ms/20 ms 0%
@ Denver 10.100.36.60 | Denver, CO 34 ms 19 ms 0%
® | Zinfandel 10.100.36.25 | snmplocation 230 ms/13 ms 1%
® NewYork 192.168.201.2 New York, NY 31 ms/12 ms| 0%

TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces
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Loss

The top 10 devices with the highest daily packet loss are listed under the “Loss” tab.
This tab allows you to see which devices have the highest packet loss sorted by packet loss.

You can click on the device to jump to the Device Overall Statistics page and view the Latency, Jitter, and
Packet Loss details.

path

Map | Path | Gremlins | Phones || Assessment | MOS || Devices || Favorites | Issues || Health WAN || Interfaces || Tools

[ Errors J Transmitters | Receivers J Latency ] Jitter JIEE

Top 10 Devices With the Highest Daily Loss Sorted by Loss Group:

Peak Peak Peak

Device Device Daily Daily Daily

Name IP Address Location Latency Jitter Loss

® San Francisco GW|/10.100.37.100 San Francisco 15 ms /47 ms| 25%

| @® Atlanta 192.168.202.2) Atlanta, GA 163 ms 46 ms| 18%

® Atlanta 10.100.37.1 Atlanta, GA 159 ms 53 ms| 18%

® Grenache 10.100.37.53 | Sunnyvale, CA 70 ms| 1 ms| 12%

®|Barbera 110.100.37.5 | SantaClara 46 ms| 5 ms 11%

@® Gamay 1L 5 TLR0) - BT o 20 Santa Clara, CA 57 ms| 1 ms| 11%

® Brunello 10.100.37.16 | Sunnyvale, CA 24 ms‘ 0 ms 8%

® shiraz 10100373 Santa Clara 196 ms| 2 ms| 8%

® Cabernet 192.168.202.3 31 ms| 1 ms| 5%

® Bordeaux 192.168.202.4 Sunnyvale 50 ms 0 ms 2%
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

You can also modify the output to view your preferred device “Groups” by using the drop down menu on
the right hand side.

path

Map || Path | Gremlins | Phones | Assessment | MOS || Devices || Favorites || Issues || Health WAN | Interfaces | Tools

Loss

Top 10 Devices With the Highest Daily Loss Sorted by Loss

Device Device

Name IP Address Location
@ San Francisco GW 10.100.37.100] SanFrancisco
® Atlanta 192.168.202.2 Atlanta, GA
® Atlanta 10.100.37.1 Atlanta, GA 159 ms 53 ms 18%
® Grenache 10.100.37.53  Sunnyvale, CA 70 ms| 1 ms 12%
®|Barbera 10.100.37.5 | Santa Clara 46 ms 5 ms 11%
® Gamay A0 LN B s 2 Santa Clara, CA 57 ms| 1 ms| 11%
@ Brunello 10.100.37.16 Sunnyvale, CA 24 ms 0 ms 8%
® Shiraz A0 L0037 5 3 Santa Clara 196 ms 2 ms 8%
@ Cabernet 192168220243 31 ms| 1 ms 5%
® Bordeaux 192.168.202.4 Sunnyvale 50 ms| 0 ms 2%

TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 i
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WAN Tab

This section will automatically display WAN interfaces that are slower than 10meg, sorted by 95"
percentile:

. Poll frequency: 00:05:00
soluﬂons TotalView Last poll 3/7/2016 4:44:46 PM
Network health: DEGRADED (2.1%)
. Map | Path | Gremlins | Phones [ Assessment I MOS | Devices | Favorites [ Issues | Health | Top-10 WWZXN interfaces | Tools |
WAN Interfaces
Device Interface
Name  Number Details Utilization Graph
15: 15
DSCP Tagging for VolP 73kb
Provider. ATET Circuit ID; CBW34-58921-DS1 s6kb
Support Phone: (877) 555-1212 Monthly Cost: 5685 42kb
Chardonnay Int #15 Contract Expiration: 12/15/2015 Cost per Gigabit: $33.03944911 E 28Kb
Speed: 100,000, 000 Type: ethernetCsmacd | * L4xb !
MTU: 1514 Queuing. i s ool
o s 6 10 12 14 16 18 20 22 0 2 4 6 & 10 12 14 16
Ledzete 0.0 [slRt =07 ® Transmitted ® Received Time (Hours)
Tx 95th Pct: 0.00% Rx 95th Pct: 0.01%
Fa0/0: FastEthernet0/0 (SC Office)
To Dallas 9951kb

Provider: Verizon Circuit ID: VZ45-K4801-3812 7960kb

Support Phone: 800) 565-1212 Monthly Cost. $1452 5970Kb
SCWANRTR Int #1 Contract Expiration: 6/1/2016 Cost per Gigabit: 5$0.11889944 E 3980kb
Speed 100,000,000 Type: ethernetCsmacd | ® | gsokn
MTU: 1500 Queuing FIFO oxb
o 6 g2 8 10 12 14 16 18 20 22 0 Z 4 6 8 10 1z 14 16
TxPeakt 9.93% PRk 6.558 ® Transmitted ® Received Time (Hours)
Tx 95th Pt 8.68% Rx 95th Pt 3.25%
Se0/0: Serial0/) (Link to Atlanta)
To Atlanta 91kb
Provider. Cable One Circuit D: CW481-B481-331130 221b
Support Phone: (877) 655-1212 Monthly Cost: 5892 Sdkb
NewYork  Int $2 | Coniract Expiration 7/12/2016 Cost per Gigabit $637118634 & sekp
Speed: 256,000 Type propPointToPointSerial | © 18kb
MTU. 1500 Queuing wra okb
. . 6 10 12 14 16 18 20 22 0 2 4 6 & 10 1z 14 16
g a7l Repeal ELES ® Transmitted ® Received Time (Hours)
Tx 95th Pct: 9.84% Rx 95th Pct: 8.43%

Se0/0: Serial0/0

Note: The list of WAN interfaces on this list is automatically generated by the system. If you desire to
include specific WAN interfaces that are not displayed in this list, this can be accomplished by
using the “Config Tool” and selecting the WAN Tab. You can add, change, or delete any
interfaces there as well as sort them in order by using the Shift Up or Shift Down keys. See Page
127 for details.

You can also editing the WAN.cfg file. This file is located in the following directory:

For 32 Bit Operating Systems
C:\Program Files\PathSolutions\TotalView\WAN.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\PathSolutions\TotalView\WAN.cfg

Edit this file with a text editor (like Notepad) and add the IP address and interface for each WAN
interface that you want the program to list. The IP address and interface number should be
separated by at least one <TAB> character. Save the file and then stop and re-start
PathSolutions’ TotalView Service to have it take effect.
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Interfaces Tab
This section identifies interfaces with specific conditions.

Half Duplex Interface Report

Interfaces that are configured for half-duplex or are showing collision counters are displayed on this
report:

Poll frequency: 00:05:00
Solutions TotalView Lastpol:  3/7/2016 4:44:46 oy
Network health: DEGRADED (2.1%)
_ Map | Path | Gremlins [ Phones I Assessment | MOS | Devices | Favorites I Issues [ Health | Top-10 | WAN IETELER
LEULIIEAN Trunk Ports § Unknown Protocols | Sub 10 meg J 10 meg J 100 meg J 1 gig J 10 gig |
Half Duplex Interface List sorted by Peak Daily Error Rate
;Z;"; Peak Daily
Device Device Interface Error Rlizatiol
Name IP Address Number Description Rate Tx Rx  Duplex*
®|sauvignon [10.100.36.20 |Int #17 ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 89.312%|48.349%53.424% Half
® Internet 10.100.36.1 |Int #1 Fa0/0: FastEthemet0/0 (WAN side <FG726>) 17.010%/45.251%|35.748% Half
®|SC_User_Sw2{10.0.12.7 Int #24 24 24 (Path Solutions) 12.922%|33.054%/46.372% Half
® Brunello 10.100.37.16 |Int #2 2:2 (To Gamay eth 0/15) 7.689%| 0.383% 0.311% Half
®|Internet [10.100.36.1 |Int #2 Fa0/1: FastEthemet0/1 6.478% 3.584% 4.531% Half
® Bordeaux 192.168.202.4|Int #46 46: Ethemet Interface 1.800% 0.696% 0.599% Half
@ Pinot 10.100.36.53 Int #10010 Fa0/10: FastEthernet0/10 (To Hawaii) 0.160% 0.073% 0.012% Half
@ Honolulu 10.100.36.5 |Int #2 Fa0/0: FastEthemet0/0 0.000%| 0.012% 0.010% Half
8 total half-duplex interfaces displayed Top of page
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

With modern switched networks, no interfaces should be configured for half-duplex or creating collisions
on the network. This report discloses all interfaces that are either configured for half-duplex operation or
have collision error counters.

Note: If the Duplex value shows a red asterisk (*) behind the label, it indicates that the duplex setting
could not be read from the device because the device does not support RFC 2665. In this case,
the duplex setting is estimated based on the presence or absence of collision error counters on
the interface.
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Trunk Ports

This report shows all interfaces that have multiple MAC addresses showing on the interface. A trunk port
is one that has more than 4 MAC addresses. The report is sorted by the number of MAC addresses so
you can view the most critical interconnects in your network at the top, and evaluate which ones have
high utilization along with high packet loss.

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites | Issues | Health | Top-10 | WAN [RIIGE)

[ Half Duplex BRETLISLL SN Unknown Protocols | Sub 10 meg | 100 meg | 1 gig J 10 gig |

Interfaces With More than 4 MAC addresses sorted by number of MAC addresses
Peak

E Peak Daily
) ) Daily ' yilization
Device Device Interface MAC Error Interface
Name IP Address Number Description Addresses Rate Tx Rx Speed

®|Malbec 10.100.36.75|Int #2 ifc2 (Slot: 1 Port: 2): Nortel Ethernet Routing Switch 5520-24T-PWR Module - Port 2 (To Pinot) 26 0.995%/0.013%/0.011% 100,000,000
? Muscat 10.100.36.23|Int #1 swp00 26 0.317%|0.004%/0.012% 100,000,000
@ Corvina 10.100.36.61 Int #4227665 GigabitEthernet1/0/6: GigabitEthernet1/0/6 26 0.146%0.001%/0.001%|1,000,000,000
® TimsDeskSwitch [10.100.36.30/Int #25 25:25 25 0.000%/7.130%|0.390%| 100,000,000
® SallyDeskSwitch{10.100.36.32/Int #3 33 25 0.000%/0.128%|8.094% 100,000,000
®|Muscat 10.100.36.51|Int #4 ifc4 (Slot: 1 Port: 4): Nortel Ethernet Switch 470-48T Module - Port 4 (SF-Fort) 24 0.000%0.008%0.009% 100,000,000
@ Chardonnay 10.100.36.54|Int #15 15:15 21 0.000%|/0.008%/0.009% 100,000,000
® ConfRoomSwitch [10.100.36.31 Int #23 23:23 2 0.000%/0.004%/0.005% 100,000,000
® Merlot 10.100.36.48/Int #3 1/3: Summit300-24-Port 3 18 0.000%|0.003%/0.004% 100,000,000
® Grenache 10.100.37.53|Int #23 Fa0/22: FastEthernet0/22 (AppleEye, Inc.) 16 0.000%/0.002%/0.002%| 100,000,000
® Shiraz 10.100.37.3 |Int #17 g17: Ethernet Interface 10 0.000%/0.003%/0.003%| 100,000,000
@ Gamay 10.100.37.2 |Int #15 eth 0/15: eth 0/15: Fast Ethernet (BCM56xx v17) 9 0.000%/0.002%|0.002%| 100,000,000
® Brunello 10.100.37.16/Int #7 7:7 (To Barbera fe1/18) 8 0.000%/0.004%/0.005% 100,000,000
® Pinot 10.100.36.53/Int #10003 Fa0/3: FastEthernet0/3 (Cube A-03) 6 0.000%|0.011%/0.013% 100,000,000
® Pinot 10.100.36.53[Int #10005 Fa0/5: FastEthemet0/5 (To Wireless Access Point) 5 0.000%/8.094%|0.128%| 100,000,000
15 total trunk port interfaces displayed Top of page

TotalView Release 7 ('sg-na) Copyright T5015 PathSoltions Perpetual License, licensed for 7000 mtorfaces

Unknown Protocols

This report shows all interfaces that received a valid frame with unknown protocols. Knowing which
interfaces have devices transmitting strange protocols (IPX, Appletalk, etc.) can be valuable for reducing
unnecessary broadcasts on your network. This report will disclose the interfaces that are currently
discarding packets.

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites | Issues § Health | Top- Interfaces

[ Half Duplex | Trunk Ports JRVATLTLLILCEUEM Sub 10 meg | 10 meg | 100 meg 1 gig J 10 gig |

Interfaces C ly ing L F sorted by Peak Daily Error Rate
Doy Peak Daily
Device Device Interface Error A
Name IP Address  Number Description Rate = Tx Rx

@ Internet/10.100.36.1 |Int #2 | Fa0/1: FastEthernet0/1 6.478%3.584%/4.531%
® Denver [10.100.36.60 Int #1 | Et0/0: Ethernet0/0 0.000%/0.738% 0.638%
@ Honolulu/10.100.36.5 [Int #2 | Fa0/0: FastEthemet0/0 0.000%|0.012%/0.010%
@ Honolulu 10.100.36.5 Int #3 | Fa0/1: FastEthernet0/1 0.000%/0.006%0.009%
@ Miami 10.100.38.3 |Int #1 | Gi0/0: GigabitEthernet0/0 0.000%/0.002%/0.001%
5 total unknown protocol interfaces displayed Top of page
o —————————
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Porpelual License, licansed for 1000 mieriaces

For Example: If AppleTalk, IPX, or IPv6 is configured on two devices, these two devices will send
broadcasts to each other. All other devices on the network will also receive the broadcast frames. These
devices will not know what to do with the packets and will discard them.
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Sub 10 meg

This report shows all interfaces that are configured under 10meg Ethernet. These interfaces may be
critical WAN interfaces that need to be tracked more closely.

path

Map || Path | Gremlins | Phones || Assessment | MOS || Devices | Favorites | Issues || Health | Top-10 | WAN [RLICIElLEY

Half Duplex | Trunk Ports | Unknown Protocols JICTERTNILERE 10 meg § 100 meg ¥ 1 gig J 10 gig |

10 Meg Interface List sorted by Peak Daily Utilization Rate

LS Peak Daily

Daily Utilization
Device Device Interface Error Interface
Name IP Address Number Description Rate Tx Rx Speed

® SCWANRTR 32.122.148.166/ Int #9 | Tul: Tunnelt 0.000% 1.778%/100.000% 9,000
® SCWANRTR 32.122.148.166 Int #10 Tu2: Tunnel2 0.000%/100.000% 100.000% 9,000
® Denver [10.100.36.60 Int #2 | Se0/0: Serial0/0 0.000% 33.979% 35.813% 256,000
® NewYork 192.168.201.2 Int #2 | Se0/0: Serial0/O (Link to Atlanta) 0.000% 35.698% 33.875% 256,000

4 total sub 10 meg interfaces displayed Top of page

TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

Since virtually all network adapters that have been sold in the past 10 years are both 10meg and 100meg
capable, this report discloses interfaces that are configured under 10megs. Network performance can be
generally improved by changing these adapters to use 100meg.

Note: Even if a network link has low utilization, it can still benefit from upgrading to 100meg, as the
latency to stream small chunks of data across a 10meg link can be reduced significantly by
increasing the bandwidth ten-fold.
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10Meg Interface Report
This report shows all interfaces that are configured for 10meg Ethernet:

path

Map | Path | Gremlins | Phones | Assessment | MOS || Devices || Favorites || Issues || Health | Top-10 | WAN [REICHENE)

Half Duplex J Trunk Ports | Unknown Protocols | Sub 10 meg JRILERN 100 meg J 1 gig J 10 gig |

10 Meg Interface List sorted by Peak Daily Utilization Rate

Daiy sk i

Device Device Interface Error Interface

Name IP Address Number Description Rate Tx Rx Speed
® Pinot 10.100.36.53 Int #10002 Fa0/2: FastEthermnet0/2 (Cube A-02) 15.092%|82.860%|82.835%/10,000,000
@ CiscoBASA 10.100.36.4 Int #11 Ethernet0/7: Adaptive Security Appliance 'Ethernet0/7" interface 0.000%/81.822%(81.856%/10, 000, 000
@®|SC_User_SwW2/10.0.12.7 Int #24 24: 24 (Path Solutions) 12.922%|33.054%|46.372%/10,000,000
@® Internet 105100 5 SE 5 1L Int #1 Fa0/0: FastEthernet0/0 (WAN side <FG726>) 17.010%|45.251%|35.748%/10,000,000
® SC _User SwW2/10.0.12.7 Int 41 1:1(36.1) 99.999% 3.005% 0.138%/10,000,000
@ Pinot 10.100.36.53 |Int #10007 Fa0/7: FastEthernet0/7 (Connection to Denver) 0.000% 0.910% ©0.745% 10,000,000
® Denver 10.100.36.60 |Int #1 Et0/0: Ethernet0/0 0.000% 0.738% 0.638%/10,000,000
@ Pinot 10.100.36.53 Int #10013 Fa0/13: FastEthernet0/13 (To Velma) 0.000% 0.719% 0.027% 10,000,000
® Bordeaux 192.168.202.4|Int #46 48: Ethemet Interface 1.800% 0.696% 0.599%/10,000,000
® NewYork G2 LG 2RE L2 Aiie < Al Et0/0: Ethernet0/0 3.287% 0.581% 0.673% 10,000,000
® Brunello 10.100.37.16 Int #2 2: 2 (To Gamay eth 0/15) 7.689%| 0.383% 0.311%/10,000,000
® Atlanta 192.168.202.2/Int #1 Fa0/0: FastEthernet0/0 2.856% 0.302% 0.365% 10,000,000
® Atlanta 10.100.37.1 Int #1 Fa0/0: FastEthernet0/0 2.949%| 0.302% 0.365%10,000,000
13 total 10 meg interfaces displayed Top of page

Since virtually all network adapters that have been sold in the past 10 years are both 10meg and 100meg
capable, this report discloses interfaces that are configured for 10meg. Network performance can be
generally improved by changing these adapters to use 100meg speeds instead of 10meg.

Note: Even if a network link has low utilization, it can still benefit from upgrading to 100meg, as the
latency to stream small chunks of data across a 10meg link can be reduced significantly by
increasing the bandwidth ten-fold.
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100Meg Interface Report
This report shows all interfaces that are configured for 100meg Ethernet:

Solutions TotalView

 Map | Path | Gremlins I Phones [ Assessment [ MOS [ Devices | Favorites I Issues I Health | Top-10 | WAN IEIELEE
[ Half Duplex | Trunk Ports J| Unknown Protocols | Sub 10 meg J 10 meg BENJLIEIMN 1 gig J 10 gig |

100 Meg Interface List sorted by Peak Daily Utilization Rate

Device Device Interface
Name IP Address Number Description
@ Sauvignon 10.100.36.20 Int #7 ifc7 (Slot: 1 Port: 7): Avaya Ethemet Routing Switch 4850GTS-PWR+ Module - Port 7
@ Sauvignon 10.100.36.20 Int #17 ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17
® | GatewaySwitch 32.122.148.176/Int #2 Fa0/1: FastEthemet0/1 (SCWANRTR)
@ SCWANRTR 32.122.148.166/Int #2 Fa0/1: FastEthemnet0/1 (Cogent)
@ SCWANRTR 32.122.148.166/Int #1 Fa0/0: FastEthemet0/0 (SC Office)
®|GatewaySwitch 32.122.148.176/Int #7 Fa0/6° FastEthemet0/6 (SCFG-pri_SC_Block)
@ SC_Server 10.0.12.5 Int #1 1:1(SCFG110.0.1.252)
® Pinot 10.100.36.53 Int #10015| Fa0/15: FastEthemet0/15 (Tim)
® GatewaySwitch 32.122.148.176/Int #14 Fa0/13: FastEthernet0/13
® Pinot 10-100-36-53 Int #10012 Fa0/12: FastEthernet0/12 (Sauv-Zinf-Intemet)
® Internet 10.100.36.1 Int #2 Fa0/1: FastEthemet0/1
® Pinot 10100546553 Int #10005 Fa0/5: FastEthernet0/5 (To Wireless Access Point)
®/SC_User SW1 10.0.12.6 Int #14 14:14 (19.1)
@ Malbec A Ta0 -6 WG Int #2 ifc2 (Slot: 1 Port: 2): Nortel Ethemet Routing Switch 5520-24T-PWR Module - Port 2 (To Pinot)
® Pinot 10.100.36.53 Int #10004 Fa0/4: FastEthernet0/4 (Trunk Port Connected to Malbec)
® Merlot 10.100.36.48 Int #23 1/23: Summit300-24-Port 23 (WiFiaccessPoint)
® Malbec 10.100.36.75 Int #3 ifc3 (Slot: 1 Port: 3): Nortel Ethemet Routing Switch 5520-24T-PWR Module - Port 3 (To Merlot)
® Merlot 10.100.36.48 |Int #5 1/5: Summit300-24-Port 5
@® Muscat 10.100.36.51 Int #2 ifc2 (Slot: 1 Port: 2): Nortel Ethemet Switch 470-48T Module - Port 2 (SC-Fort)
@® Muscat 00068 5 Int #35 ifc35 (Slot: 1 Port: 35): Nortel Ethernet Switch 470-48T Module - Port 35
alMariot 10.100.36.48 [Tnt #4 1/4° Summit300-74-Port 4

Peak
Daily
Error

Rate

0
g
0
0
0
0
0
0
1
0
1
0
9
=
0
0
0
0
0
1
3

Poll frequency: 00:05:00
Last poll: 3/7/2016 4:44:46 PM
Network health: DEGRADED (2.1%)
Peak Daily
Utilization Interface
Tx Rx Speed
.667%48.349%53.424%/100,000, 000
.349%/53.424%/100,000, 000
.599%/10.026%/100,000, 000

956%100,000, 000
562%/100,000, 000
564%|100,000, 000
713%/100,000, 000
304%/100,000, 000
046% 100,000,000
473%/100,000, 000
531%/100,000, 000
089%/100,000, 000
077%100,000,000
999%/100, 000, 000
450%/100,000, 000
978%/100,000, 000
439%/100,000, 000
528%/100,000, 000
963%/100,000, 000
522%|100,000, 000
354%1100.000.000

The highest utilized of these interfaces should be considered for upgrading to Gigabit Ethernet.

Note: Even if a network link has low utilization, it can still benefit from upgrading to Gigabit Ethernet, as
the latency to stream small chunks of data across a 100meg link can be reduced significantly by

increasing the bandwidth ten-fold.

Note: Another consideration is that an interface that shows 20% peak utilization (during a 5 minute poll
period) may actually have been 100% utilized for 1 minute of that 5 minute poll period, and 0%
utilization for the remaining 4 minutes. Review the interface usage graph and/or reduce your poll

frequency to see more granular historical utilization of interfaces.
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1Gig Interface Report
This report shows all interfaces that are configured for 1gig Ethernet:

path

Path | Gremlins § Phones | Assessment | MOS | Devices [ Favorites | Issues [ Health | Top-10 | WAN [REICELEN

[ Half Duplex ¥ Trunk Ports | Unknown Protocols | Sub 10 meg § 10 meg J 100 meg BRI 10 gig | Oper Down | Admin Down |
1 Gigabit Interface List sorted by Peak Daily Utilization Rate
Dty | Feak Daily
Device Device Interface Error paizaion Interface
Name IP Address Number Description Rate Tx Speed

®|SC_Server [10.0.12.5 Int #26 26: 26 (Avocent) 0.000%7.447%/9.011%/1,000,000,000
®|SC_server [10.0.12.5 Int #40 40: 40 (UPS4) 0.000%/8.665%7.928%/1,000,000,000
@ SC_Server 10.0.12.5 Int #38 38: 38 (UPS2) 0.000%|6.263%8.294%/1, 000,000,000
@ SC_Server W12 5 Int #10 10: 10 (SC-ESX04 10.0.1.84) 0.000%|7.875%/6.770%/1, 000,000,000
@ SC_Server 10.0.12.5 Int #21 2121 0.000%|5.658%5.583%/1, 000,000,000
® Sauvignon [10.100.36.20/Int #49 ifc49 (Slot: 1 Port: 49): Avaya Ethemet Routing Switch 4850GTS-PWR+ Module - Port 49 0.667%|4.835%5.342%1, 000,000,000
@ Sauvignon [10.100.36.20/Int #1 ifct (Slot: 1 Port: 1): Avaya Ethemet Routing Switch 4850GTS-PWR+ Module - Port 1 0.667%|4.835%5.342%1, 000,000,000
@ sauvignon [10.100.36.20/Int #3 ifc3 (Slot: 1 Port: 3): Avaya Ethemet Routing Switch 4850GTS-PWR+ Module - Port 3 0.667%|4.835%5.342%1, 000,000,000
@|/SC_Server 10.0.12.5 Int #39 39: 39 (UPS3) 0.000%|5.208%4.462%1,000,000,000
®|5C_server [10.0.12.5 Int #23 23: 23 (SCSANO1) 0.000%3.457%/2.724%/1, 000,000,000
®|5C_server [10.0.12.5 Int #22 22:22 (SCDCO1) 0.000%/2.378%/0.162%1,000,000,000
®|SC_Server [10.0.12.5 Int #12 12:12 0.000%/1.807%/0.601%/1,000,000,000
®|SC_User_SW1/10.0.12.6 Int #11 11:11 (17.2) 0.000%/1.756%/0.049%/1,000,000,000
® CiscoASA 10.100.36.4 |Int #3 Internal-Data0/0: Adaptive Security Appliance 'Internal-Data0/0' interface 0.000%/0.843%/0.843%1,000,000,000
®|SC_Server [10.0.12.5 Int #34 34: 34 (SC-ESX02 10.0.1.82) 0.000%/0.615%/0.839%/1,000,000,000
® CiscoASA 10.100.36.4 |Int #12 Internal-Data0/1: Adaptive Security Appliance ‘Internal-Data0/1" interface 5.396%0.820%|0.820%|1,000,000,000
®|SC_User_SW2{10.0.12.7 Int #32 32:32(62.3) 0.000%|0.733%/0.026%1, 000,000,000
®/SC_User_SW1/10.0.12.6 Int #5 5: 5 (4.2 Outside Olympus) 0.000%|0.725%/0.179% 1, 000,000,000
®|/SC_User_SW1/10.0.12.6 Int #1 1:1(1.1) 0.000%|0.542%/0.030%/1, 000,000,000
®|/SC_User_SW2/10.0.12.7 Int #11 11:11 (52.3) 0.000%|0.455%/0.017%/1, 000,000,000
@®/SC Server 10.0.12.5 Int #41 4“4 0.000%|0.439%/0.112%|1, 000,000,000

The highest utilized of these interfaces should be considered for upgrading to 10Gigabit Ethernet.

Note: Even if a network link has low utilization, it can still benefit from upgrading to 10Gigabit Ethernet,
as the latency to stream small chunks of data across a Gigabit link can be reduced significantly
by increasing the bandwidth ten-fold.
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10Gig Interface Report

This report shows all interfaces that are configured for 10gig Ethernet:

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites || Issues || Health | Top-10 | WAN [RINGLERES

[ Half Duplex | Trunk Ports | Unknown Protocols J Sub 10 meg Jf 10 meg J 100 meg | 1 gig (11}

10 Gigabit Interface List sorted by Peak Daily Utilization Rate

Peak ook Daily
: ) Daily ' ytilization
Device Device Interface Error L Interface
Name IP Address Number Description Rate  Tx Rx Speed
®/SC_User_SW1/10.0.12.6/Int #49|A1:A1 10.000%/0.065%/0.214%/10, 000,000,000
®/SC_server |10.0.12.5/Int #49| Af:Al (To_SC_Userl) |0.000%/0.214%/0.065%|10, 000, 000, 000|
®|SC_User_SW2/10.0.12.7/Int #49 Al:A1 10.0003[0.062%/0.079%/10, 000, 000, 000
®/SC_User_sW1/10.0.12.6 Int #50 AZA2 10.000%/0.079%|0.062% 10,000,000, 000
®|SC_User_SW2{10.0.12.7/Int #50| AZ A2 0.000%|0.005%0.048%|10, 000,000, 000
5 total 10 gigabit interfaces displayed Top of page
— —— —
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000
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Operationally Down Interface Report

Operationally down interfaces are listed under the "Operationally Shut Down" tab. When the number of
operationally down ports gets too low, additional switch ports should be acquired.

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites I Issues | Health | Top-10 | WAN [RIIGLEEY

[ Half Duplex | Trunk Ports | Unknown Protocols | Sub 10 meg | 10 meg ] 100 meg J 1 gig J 10 gig JCLEBLEN

Operationally Down Interface List sorted by Last Used

Device Device Interface
Name IP Address Number Description Type Last Used

SC_Server |10.0.12.5 Int #4 4: 4 (Fortimanager) ethernetCsmacd 0 days 00:
SC_User SW1/10.0.12.6 Int #4 4:431) ethernetCsmacd 0 days 00:
SC_User_SW2/10.0.12.7 Int #34 3434 (56.3) ethernetCsmacd 0 days 00:
S5C_Server 1020205 Int #5 5:5 (Rob's old cube) ethernetCsmacd 0 days
SC_User_SW1/10.0.12.6 Int #41 41:41(13.1) ethernetCsmacd 3 days
SC_User SW1/10.0.12.6 Int #39 39:39 (16.1) ethernetCsmacd 7 days
Palomino 10.100.38.2 |Int #2 Fa0/2: FastEthemet0/2 ethernetCsmacd 7 days
Honolulu 10.100.36.5 |Int #1 $e0/0/0: Serial0/0/0 propPointToPointSerial/8 days
Atlanta 192.168.202.2|Int #3 Se0/0: Serial0/0 propPointToPointSerial 8 days
Atlanta 10.100.37.1 |Int #3 Se0/0: Serial0/0 propPointToPointSerial 8 days
NewYork 192.168.201.2|Int #3 Se0/1: Serial0/1 (Link to Sunnyvale) propPointToPointSerial 8 days
Denver 10.100.36.60 |Int #3 Se0/1: Serial0/1 propPointToPointSerial 8 days
CiscoASA 10.100.36.4 Int #24 Vlan10: Adaptive Security Appliance 'Vlan10' interface propVirtual 8 days
CiscoASA 10.100.36.4 Int #16 outside: Adaptive Security Appliance ‘outside’ interface propVirtual 8 days
CiscoASA 10.100.36.4 Int #17 Vlan3: Adaptive Security Appliance 'Vlan3' interface propVirtual 8 days
CiscoASA 10.100.36.4 |Int #20 Vian6: Adaptive Security Appliance 'Vian6' interface propVirtual 8 days

| CiscoASA 10.100.36.4 |Int #21 Vian7: Adaptive Security Appliance 'Vian7" interface propVirtual 8 days
CiscoASA 10.100.36.4 |Int #22 Viang: Adaptive Security Appliance 'Vian8' interface propVirtual 8 days
CiscoASA 10.100.36.4 |Int #23 Vian9: Adaptive Security Appliance 'Vian9' interface propVirtual 8 days
CiscoASA  |10.100.36.4 |Int #19 Vlan5: Adaptive Security Appliance 'Vian5' interface propVirtual 8 days
CiscoASA 10.100.36.4 Int #18 Vlan4: Adaptive Security Appliance 'Vlan4' interface propVirtual 8 days
Pinot 10.100.36.53 [Tnt #10024/ Fa0/24' FastFthernet0/24 (Visitor Rida Gube F) etharnetCsmacd 8 davs

This list displays all available (operationally shut down) interfaces on your network, including:

Device name

Device IP Address
Interface Number
Interface Description
Interface Type

Interface Time Last Used
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Administratively Shut Down Interface Report
Administratively shut down interfaces are listed under the "Administratively Shut Down" tab:

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites | Issues | Health | Toj Interfaces

[ Half Duplex | Trunk Ports ] Unknown Protocols J Sub 10 meg | 10 meg J 100 meg J 1 gig | 10 gig | Admin Down

Administratively Down Interface List sorted by Last Used

Device Device Interface
1 Name IP Address Number Description Type Last Used

Honolulu 10.100.36.5 Int #1 Se0/0/0: Serial0/0/0 propPointToPointSerial 8 days 21:48:18.48
Atlanta 192.168.202.2|Int #3 Se0/0: Serial0/0 propPointToPointSerial 8 days 22:41:14.45 i
Atlanta 10.100.37.1 Int #3 Se0/0: Serial0/0 propPointToPointSerial 8 days 22:41:14.80
NewYork 192.168.201.2/Int #3 Se0/1: Serial0/1 (Link to Sunnyvale) propPointToPointSerial 8 days 22:43:57.82
Denver 10.100.36.60 |Int #3 Se0/1: Serial0/1 propPointToPointSerial 8 days 22:44:14.04
5C_Server TS0 Int #4269 lo1: HP ProCurve Switch software loopback interface (lo1) softwareLoopback 225 days 06:56:40.34
SC_Server |10.0.12.5 Int #4270 lo2: HP ProCurve Switch software loopback interface (102) softwareLoopback 225 days 06:56:40.34
SC_Server O QISP 5 Int #4271 lo3: HP ProCurve Switch software loopback interface (103) softwareLoopback 225 days 06:56:40.34
SC_Server |10.0.12.5 Int #4272 lo4: HP ProCurve Switch software loopback interface (lo4) softwareLoopback 225 days 06:56:40.34
S IScrver 00N OF b Int #4273 lo5: HP ProCurve Switch software loopback interface (Io5) softwareLoopback 225 days 06:56:40.34
SC_Server 10.0.12.5 Int #4274 lo6: HP ProCurve Switch software loopback interface (106) softwareLoopback 225 days 06:56:40.34
5C_Server 1001275 Int #4275 lo7: HP ProCurve Switch software loopback interface (1o7) softwareLoopback 225 days 06:56:40.34
SC_User_SW1/10.0.12.6 Int #4269 lo1: HP ProCurve Switch software loopback interface (lo1) softwareLoopback 225 days 06:56:41.49
SC_User SW1/10.0.12.6 Int #4270 lo2: HP ProCurve Switch software loopback interface (102) softwareLoopback 225 days 06:56:41.49
SC_User_SW1/10.0.12.6 Int #4271 lo3: HP ProCurve Switch software loopback interface (103) softwareLoopback 225 days 06:56:41.49
SC_User SW1/10.0.12.6 Int #4272 lo4: HP ProCurve Switch software loopback interface (lo4) softwareLoopback 225 days 06:56:41.49
SC_User_SW1/10.0.12.6 Int #4273 lo5: HP ProCurve Switch software loopback interface (Io5) softwareLoopback 225 days 06:56:41.49
SC_User_ SW1/10.0.12.6 Int #4274 l06: HP ProCurve Switch software loopback interface (Io6) softwareLoopback 225 days 06:56:41.49
SC_User_SW1/10.0.12.6 Int #4275 lo7: HP ProCurve Switch software loopback interface (107) softwareLoopback 225 days 06:56:41.49
SC_User SW2(10.0.12.7 Int #4270 lo2: HP ProCurve Switch software loopback interface (102) softwareLoopback 225 days 06:56:50.64
SC_User_5W2(10.0.12.7 Int #4271 lo3: HP ProCurve Switch software loopback interface (103) softwareLoopback 225 days 06:56:50.64
SC_User SW2({10.0.12.7 Int #4272 lo4: HP ProCurve Switch software loopback interface (lo4) softwareLoopback 225 days 06:56:50.64
SC_User SW2/10.0.12.7 Int #4273 lo5: HP ProCurve Switch software loopback interface (1o5) softwareLoopback 225 days 06:56:50.64
SC_User_ SW2/10.0.12.7 Int #4274 lo6: HP ProCurve Switch software loopback interface (Io6) softwareLoopback 225 days 06:56:50.64
SC_User_SW2/10.0.12.7 Int #4275 lo7: HP ProCurve Switch software loopback interface (107) softwareLoopback 225 days 06:56:50.64
SC_User_SW2|/10.0.12.7 Int #4269 lo1: HP ProCurve Switch software loopback interface (lo1) softwareLoopback 225 days 06:56:50.64

26 total administratively shut down interfaces displayed Top of page

m—— m— ——
TotalView Release 7 (6803) Copyright ©2016 PathSolutions. Perpetual License, licensed for 1000 interfaces

This list displays interfaces that have been administratively shut down and will not function unless the
interface is enabled and brought online by the administrator.
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Tools
Tools are provided to help locate IP addresses and MAC addresses on your network.

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites | Issues | Health | Top-10 | WAN | Interfaces
IP, MAC, and ARP information updated as of: 3/13/2015, 4:40:02 PM
Download IP, MAC, and ARP information to a spreadsheet
IP to MAC Search | Subnets |

Use this tool to search all monitored ARP caches to locate a specific MAC address for a provided IP address.

IP Address: || Search

Use the following format: 192.168.1.12

O —
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

Before using any of the tools, you should click on the “Update” button to collect the Bridge table and ARP
cache information from your network.

Updating information
i

This process may take more than 10 minutes depending on the size of your network and the number of
monitored devices.

After the update is complete, you can choose to download the information to an Excel spreadsheet, or
perform queries against the information.
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Finding a MAC address for an IP address

Determining what MAC address goes with an IP address is easy if your computer is on the same subnet
as the device, but can prove to be difficult if you have many subnets.

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites |l Issues | Health | Top-10 | WAN | Interfaces
IP, MAC, and ARP information updated as of: 3/13/2015, 4:40:02 PM
Download IP, MAC, and ARP information to a spreadsheet
IP to MAC Search | Subnets |

Use this tool to search all monitored ARP caches to locate a specific MAC address for a provided IP address.

IP Address: || Search

Use the following format: 192.168.1.12

R — .
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

From the IP to MAC search screen, enter the IP address that you want to find and click “Search”.

If the IP address was discovered in any monitored device’s ARP cache, it will be displayed along with the
device where it was discovered:

path

Path | Phones | Assessment | MOS | Devices | Favorites | Issues | Health | Top-10 § WAN | Interfaces

['TET 1P, MAC, and ARP information updated as of: 3/13/2015, 4:58:17 PM
PIOTHIGETRSCN  Download IP, MAC, and ARP information to a spreadsheet
[1X0Y (XTI M MAC to Interface Search | MAC to IP Search | Subnets | VoIP Tools

Use this tool to search all monitored ARP caches to locate a specific MAC address for a provided IP address.

IP Address: [10.100.36.16 x| | Search
Use the following format: 192.168.1.12
10.100.36.16 was found
IP Address MAC Address Notes

10.100.36.16 78-2B-CB-B6-D7-CB Learned from the ARP cache on device 10.100.36.100, interface #1
10.100.36.16 78-2B-CB-B6-D7-CB Learned from the ARP cache on device 10.100.36.54, interface #57
10.100.36.16 78-2B-CB-B6-D7-CB Learned from the ARP cache on device 10.100.36.53, interface #1
10.100.36.16 78-2B-CB-B6-D7-CB Learned from the ARP cache on device 10.100.36.51, interface #2
10.100.36.16 78-2B-CB-B6-D7-CB Learned from the ARP cache on device 10.100.36.48, interface #22009
B0 1003656 78-2B-CB-B6-D7-CB Learned from the ARP cache on device 10.100.36.75, interface #2
10:100:56.16 78-2B-CB-B6-D7-CB Learned from the ARP cache on device 10.100.36.20, interface #7
10.100.36.16 78-2B-CB-B6-D7-CB Learned from the ARP cache on device 10.100.36.1, interface #2
10.100.36.16 78-2B-CB-B6-D7-CB Learned from the ARP cache on device 10.100.36.60, interface #1
E0%10036. 16 |78-2B-CB-B6-D7-CB Learned from the ARP cache on device 10.100.36.5, interface #2

TotalView Release 7 (68_03) Copyright @?)16 PathSolutions Perpetual License, licensed for 101) interfaces

The MAC address will be displayed along with the device and interface where the MAC address was
found in the device’s ARP cache.
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Finding a MAC address on a Switch Interface

Locating where a MAC address exists on a switch port can be difficult if you have a lot of switches to
query. This can easily be done on the MAC to Interface Search screen:

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites | Issues [ Health | Top-10 | WAN | Interfaces
IP, MAC, and ARP information updated as of: 3/13/2015, 4:40:02 PM
Download IP, MAC, and ARP information to a spreadsheet
MAC to Interface Search | Subnets |

Use this tool to search all switch interfaces for a specific MAC address.

MAC Address: || Search

Use the following format: 00-00-00-00-00-00

— — —
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

Enter the MAC address that you want to search for and click “Search”. The MAC search will look for
device MAC addresses (PCs, servers, phones, etc.) that are connected to switches.

If the MAC address is found on a switch, you should see the following:

path

Path | Phones | Assessment | MOS | Devices | Favorites | Issues | Health § Top-10 | WAN | Interfaces
[EE 1P, MAC, and ARP information updated as of: 3/13/2015, 4:58:17 PM
PITHIGEGRS ) Download IP, MAC, and ARP information to a spreadsheet

IP to MAC Search JITNRCHNTELFLEACEEIL M MAC to IP Search | Subnets | VoIP Tools

Use this tool to search all switch interfaces for a specific MAC address.

MAC Address: |[78-2B-CB-B6-D7-CB x | | Search

Use the following format: 00-00-00-00-00-00
78-2B-CB-B6-D7-CB was found on the following switch interfaces

Switch Switch Interface MAC Interface

Name IP Address  Number Switch Interface Description Addresses Speed Type
Chardonnay |[10.100.36.54/Int #15 15:15 22 100,000, 000 ethernetCsmacd)|
SC_User_SW2/10.0.12.7 Int #24 24:24 (Bob) 1 10,000, 000/ ethernetCsmacd

Muscat 10.100.36.51 Int #2 | ifc2 (Slot: 1 Port: 2): Nortel Ethernet Switch 470-48T Module - Port 2 (SC-Fort) 27 100,000, 000|ethernetCsmacd
Merlot 10.100.36.48 Int #23 1/23: Summit300-24-Port 23 (WiFiaccessPoint) 6 100,000, 000/ethernetCsmacd
Malbec 10.100.36.75 Int #2 | ifc2 (Slot: 1 Port: 2): Nortel Ethernet Routing Switch 5520-24T-PWR Module - Port 2 (To Pinot) 8 100,000, 000|ethernetCsmacd
Sauvignon |10.100.36.20/Int #7 | ifc7 (Slot 1 Port 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7 24 100,000, 000|ethernetCsmacd

Note: Since multiple interfaces were displayed, it is likely that the interface with only one MAC address on it is the specific interface with that MAC address. The other interfaces may be
trunks that connect switches to other switches, and would thus have more than one MAC address on the interface.

— m— —
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

Notice that the MAC address was discovered on more than one interface. The “MAC Addresses” column
will help you to determine how many MAC addresses exist on an interface. This is useful for determining
if an interface is a switch to a switch trunk. If so, then more than one MAC address would exist on the

link. If it is the interface where the device is physically connected to then there will only be one MAC
address connected.
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Converting a MAC address to an IP address
If you have a MAC address and want to know what IP address it is associated with, use this tool:

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites § Issues | Health | Top-10 § WAN | Interfaces
[(EIE 1P, MAC, and ARP information updated as of: 3/13/2015, 4:40:02 PM
PITHIGEGRSGAN  Download IP, MAC, and ARP information to a spreadsheet

IP to MAC Search | MAC to Interface Search i /NRCIETE <M Subnets | VolP Tools

Use this tool to search all monitored ARP caches to locate a specific IP address for a provided MAC address.

MAC Address: [| | [ search |
Use the following format: 00-00-00-00-00-00

S —————————————— w—
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

Enter the MAC address and click “Search”.

You should see the resulting IP address for the MAC address if it was found in any of the monitored
devices’ ARP caches:

path

Path | Phones | Assessment | MOS § Devices | Favorites | Issues | Health | Top-10 | WAN | Interfaces
[EIEY 1P, MAC, and ARP information updated as of: 3/13/2015, 4:58:17 PM
PISTLIGEGNS'GEN  Download IP, MAC, and ARP information to a spreadsheet

IP to MAC Search | MAC to Interface Search /YR THATE1 M Subnets | VolP Tools

Use this tool to search all monitored ARP caches to locate a specific IP address for a provided MAC address.

MAC Address: |[78-2B-CB-B6-D7-CB * | | Search
Use the following format: 00-00-00-00-00-00
78-2B-CB-B6-D7-CB was found
MAC Address IP Address Notes

[78-2B-CB-B6-DI-CB 10.100.36.16 Learned from the ARP cache on device 10.100.36.100, interface #1
78-2B-CB-B6-D7-CB 110.100.36.16 Learned from the ARP cache on device 10.100.36.54, interface #57
78-2B-CB-B6-D7-CB 10.100.36.16 Learned from the ARP cache on device 10.100.36.53, interface #1
78-2B-CB-B6-D7-CB 10.100.36.16 Learned from the ARP cache on device 10.100.36.51, interface #2
78-2B-CB-B6-D7-CB 10.100.36.16 Learned from the ARP cache on device 10.100.36.48, interface #22009
78-2B-CB-B6-D7-CB 10.100.36.16 Learned from the ARP cache on device 10.100.36.75, interface #2
78-2B-CB-B6-D7-CB 10.100.36.16 Learned from the ARP cache on device 10.100.36.20, interface #7
78-2B-CB-B6-D7-CB 10.100.36.16 Learned from the ARP cache on device 10.100.36.1, interface #2
78-2B-CB-B6-D7-CB 10.100.36.16 Learned from the ARP cache on device 10.100.36 60, interface #1
78-2B-CB-B6-D7-CB 10.100.36.16 Learned from the ARP cache on device 10.100.36.5, interface #2

TotalView Release 7 (68_03) Copyright 2016 PathSontons. Perpetual License, licensed for 000 mieraces

The IP address will be displayed along with the device and interface where the IP address was found in
the device’s ARP cache.
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Subnets

The Subnets report discloses which subnets are in use on your network, and allows you to quickly
determine which devices are associated with each subnet. Click on the “More” link under the Device
Names column to learn which devices have an IP address configured to use that subnet.

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites | Issues | Health | Top-10 | WAN [ Interfaces

[ILEEY 1P, MAC, and ARP information updated as of: 3/13/2015, 4:40:02 PM
PINTHIGELRSGEN  Download IP, MAC, and ARP information to a spreadsheet

IP to MAC Search | MAC to Interface Search | MAC to IP Search JR=IILICSHE VolP Tools

Subnets in use
Usable IP Monitored

Subnet Mask Addresses Devices Device Names

L350 | 255255 260,

o 254 19 More
10.100.37.0 |255.255.255.0[ 254 | 7  |More
10.100.38.0 |255.255.255.0 254 | 2 |More
192.168.7.0 |255.255.255.0 254 1 |More
192.168.201.0/255.255.255.0 254 2 Mo
192.168.202.0/255.255.255.0/ 254 3 |More
192.168.203.0/255.255.255.0 254 2 Mo

—— — —
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

VolIP Tools

In the Tools tab, the VolP Tools sub-tab which includes the VolP Call Simulation Client and the Check
Address Translation tool is also available.

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites | Issues | Health § Top-10 | WAN | Interfaces

[JLEE 1P, MAC, and ARP information updated as of: 3/13/2015, 4:40:02 PM
PITHIGEGRS AN Download IP, MAC, and ARP information to a spreadsheet

IP to MAC Search | MAC to Interface Search | MAC to IP Search | Subnets IR ETIEY

Use these tools to validate and troubleshoot VolP Networks.

VolIP Call Simulation Client Download Call Simulation client (email link)

Check Address Translation Check for address translation from a web client to this server (email link)

w— w— m—
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces
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Phones Tab

The Phones tab lists the location of all VoIP phones in your network. This is detected by looking for the
MAC address prefixes that VolP phones use.

To learn the current location of phones, click the “Update” button to collect the bridge tables and ARP
cache information.

In a few moments, you should see the phones in your environment along with the switch ports where they
are connected:

Poll frequency: 00:05:00

Solutions TotalView Lastpoll  3/7/2016 4:44:46 Bx
Network health: DEGRADED (2.1%)
' Map | Path | Gremlins HEOLREER Assessment § MOS | Devices | Favorites | Issues I Health | Top-10 I WAN [ Interfaces [ Tools |
[I[ETEY Information updated as of: 3/13/2015, 4:40:02 PM Download Excel
VolP devices discovered on the network First Previous Next Last
Peak Peak Daily
VolIP Switch and interface where VolP device is Connected Daily Utilization
VolIP Device Device 3 e MAC Error
IP Address MFG VLAN PoE Switch Interface Interface Description Addresses Rate Tx Rx
10.100.36.164 Cisco 82 |12.94 W e Pinot Int #10017| Fa0/17: FastEthernet0/17 (2nd Floor Cube B-07) 2 0.000%/0.071%|0.000%
10.100.36.100| ShoreTel 82 |12.94 W|/e|Malbec |Int #20 ifc20 (Slot: 1 Port: 20): Nortel Ethemet Routing Switch 5520-24T-PWR Module - Port 20 1 1.934%/0.072%/0.001%
10.100.36.187 Audiocodes | 1 = ®Malbec |Int #7 ifc7 (Slot: 1 Port: 7): Nortel Ethernet Routing Switch 5520-24T-PWR Module - Port 7 1 0.000%0.072%0.002%
10.100.37.100| ShoreTel 82 = ® | Shiraz |Int #24 924 Ethernet Interface (First Floor Closet 1) 1 0.000%/0.002%/0.001%
10.100.36.176/ Polycom 82 | 6.49 W/ e|Barbera |Int #23 fe.1.23: Unit: 1 100BASE-TX RJ45 Fast Ethernet Frontpanel Port 23 1 0.000%0.002%/0.000%
10.100.37.177, Aastra 82 6.49 W @|Barbera |Int #19 fe.1.19: Unit: 1 100BASE-TX RJ45 Fast Ethernet Frontpanel Port 19 (Aastra Phone in Guest Rm) 2 4 0.000%0.002% 0.000%
10.100.37.6 | Mitel 82 | 6.49 W e/Barbera |Int #3 fe.1.3: Unit: 1 100BASE-TX RJ45 Fast Ethemet Frontpanel Port 3 (Andy Bohart Phone) 1 0.000%0.002%0.000%
10.100.37.8 | Mitel 82 | 6.49 W e Barbera |Int #5 fe.1.5: Unit: 1 100BASE-TX RJ45 Fast Ethemet Frontpanel Port 5 (Ray Kisser Phone) 1 0.000% 0.002% 0.000%
10.100.37.7 | Mitel 82 | 6.49 W e/Barbera |Int #9 fe.1.9: Unit: 1 100BASE-TX RJ45 Fast Ethemet Frontpanel Port 9 (Damon Tribble Phone) 1 0.000%0.002% 0.000%
10.100.37.10 | ShoreTel 82 6.49 W @ Brunello Int #9 9:9 1 0.000%/0.002%|0.000%
10.100.37.101 ShoreTel 82 6.49 W @|Brunello|Int #4 4. 4 (To ShoreTel Phone 10.100.37.101) 1 0.000%/0.002%|0.000%
Records 1-11 of 11 displayed (25 per page)
VolIP devices discovered on the network First Previous Next Last
—
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

If you notice that there is more than one MAC address on the interface, it would indicate that a PC is
hooked up to the phone.

The error and utilization rates are shown for each switch interface to inform you of the health of these
connections.

Note: If you have VolP phones that are not showing up in the list, you can add device manufacturer
OUls (Organizationally Unique Identifier) to the OUIFilter.cfg file. Look in Appendix H for
additional information on this.
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Path Tab
The Path tab permits you to view the health of all links between two IP addresses.

Gremlins | Phones | Assessment | MOS | Devices | Favorites | Issues | Health | Top-10 | WAN [ Interfaces § Tools

[{JLETEY 1P, MAC, and ARP information updated as of: 3/13/2015, 4:40:02 PM

Current mapping from one IP address to another IP address

Source IP Address: l:l Note: The mapping will display the path that packets currently take. If the network configuration or state was

different at a previous point in time, the mapping may not refiect the previous conditions.
Destination IP Address:| |
S —
TotalView Release 7 (6803) Copyright ©2016 PathSolutions. Perpetual License, licensed for 1000 interfaces

Before mapping a call, click on the “Update” button to make sure that the bridge tables and ARP cache
information is current.

Note: The mapping will display the current path that packets take. If the network configuration or state
was different at a previous point in time, this mapping may not reflect the previous conditions.
Enter the Source IP address where you want the mapping to start and the Destination IP address
where the packets would be destined. Click the “Map” button to initiate the mapping.
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Gremlins

Phones | Assessment

MOS | Devices

[sE1GY 1P, MAC, and ARP information updated as of: 3/13/2015, 6:00:02 PM

‘Current mapping from one IP address to another IP address

Source IP Address:

Destination IP Address

10.100.36.16

1/10.100.37.101

Favorites || Issues | Health

WAN

Interfaces | Tools

Note: The mapping will display the path that packets currently take. If the network configuration or state was

LU EIGE I GHTEINE Reverse Historical | Forward Current | Reverse Current

Mapping from 10.100.36.16 to 10.100.37.101

Inbound

Int #10015 Fa0/15: FastEthernet0/15 (Bob)

Duplex:

Speed:

Peak Error Rate:
Peak Utilization Rate:

Outbound

Full
100,000,000 bps
0.000%

8.304% Rx

Int #10007 Fa0/7: FastEthernet0/7 (Connection to Denver)

Duplex:

Speed:

Peak Error Rate:
Peak Utilization Rate:
Queuing:

Inbound

IP Address

Duplex:

Speed:

Peak Error Rate:
Peak Utilization Rate:

Outbound

IP Address

Duplex:

Speed:

Peak Error Rate:
Peak Utilization Rate:
Queuing:

Inbound

Int #2 Se0/0: Serial0/0

Full
10,000,000 bps
0.000%

0.910% Tx

Int #1 Et0/0: Ethemet0/0

10.100.36.60
Full
10,000,000 bps
0.000%

0.638% Rx

192.168.201.

=

256,000 bps
0.000%
33.979% Tx
FIFO

Int #2 Se0/0: Serial0/0 (Link to Denver)

IP Address

Duplex:

Speed:

Peak Error Rate:
Peak Utilization Rate:

Outbound

192.168.201.

N

256,000 bps
0.000%
33.875% Rx

Int #1 Et0/0: Ethemnet0/0

IP Address

Duplex:

Speed:

Peak Error Rate:
Peak Utilization Rate:
Queuing:

192.168.202.1
Full
100,000,000 bps
3.287%

0.581% Tx

FIFO

Source IP: 10.100.36.16

Dercentage

Pinot Switch (10.100.36.53)

Dercentage

Percentage

Denver Router (10.100.36.60)

Percentage

Percentage

NewYork Router (192.168.201.2)

Percentage

e
|
as |-
24 |-

1%
0%

5%

a3 |-
3% |-
F4 8 o
15 |

0%

different at a previous point in time, the mapping may not reflect the previous conditions.

10 12 14 16 18 20 22
® Transmit Rate

2 4 6 8 10 12 14 16 18
mError Rate Time (Hours)

(Peak CPU utilization: 6%) Device Telnet Web

10 12 14 16 18 20 2z
W Receive Rate

2 4 6 8 10 1z 14 16 18
mError Rate Time (Hours)

10 1z 14 16 18 20 2z
® Transmit Rate

10 12 14 16 18 20 2z O
® Receive Rate

10 12 14 16 18 20 22 0
® Transmit Rate

2 4 6 8 10 1z 14 16 18
mError Rate Time (Hours)

(Peak CPU utilization: 3%) Device Telnet Web

2 4 6 8 10 1z 14 16 18
mError Rate Time (Hours)

2 4 & 8 10 12 14 16 18
®Error Rate  Time (Hours)

(Peak CPU utilization: 2%) Device Telnet Web

10 12 14 16 18 20 22 0
m Receive Rate

8 10 12 14 16 18
mError Rate  Time (Hours)

This will perform a one-way path mapping from the starting IP address to the ending IP address. Itis a
one-way view of how packets would flow from the starting IP to the ending IP. To view how packets
would return, you should click on “Reverse Historical”, as the reverse path may be different than the
outbound path if asymmetric routing is occurring.

Each interface will display the historical percent utilization (received for inbound interfaces and transmit
for outbound interfaces) along with the error rate.

You can also view the duplex setting of each interface to make sure that each outbound interface
matches the duplex setting on the inbound interface.
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On outbound Cisco router interfaces, the Queuing configuration of the interface is also shown to aid in

determining if QoS is configured properly on the interface.

Note: If the mapping is unable to complete, it may be due to the fact that all switches and routers along
the path may not be monitored. Add these devices to monitoring for complete visibility of the
entire path.

Note: If a switch or router is unable to be monitored (For example: A WAN service provider does not
allow SNMP access to the device), then a static route mapping can be made through the device
to the far end. Refer to Appendix K on how to add a static route to the configuration.

QueueVision

Inside a call path map, if a Cisco router configured for CBQOS is configured, it will display the queues in-

line with the interface information.

Inbound
Int #2 Fal/1: FastEthernetD/1
IP Address
Duplex

Speed

Peak Error Rate:

£%
4%
3%
2%

Percentage

1%

0%

10 1z 14

B Transmit Rate

Atlanta Router (192.168.202.2)

16 18 20 22z O = 4 € 2 10 1z 14 1le 18

W Error Rate Time (Hours)

(Peak CPU utilization: 2%) Device Telnet Web

Class-Map: VOICE (High priority VolP RTP)

E%
4%
3%
%
1%

Tercentage

0%

10 1z 14
mIeceive

Outbound Class-Map: class-default
Int #1 Fal/D: FastEthernetDiD
IP Address
Duplex %
Speed é
Peak Eror Rate: [
: o
Peak Utilization Rate: 35. Tx £
Queuing: MQC: WAN-EDGE (Serial Interface Policiea) s
B Beceive
Utilization
o
o
o
£
i
o
o
o
a
10 1z 14
B Beceive
Trhnund

16 18 20 22 0O Fa 4 &
Rate

& 10 1z 14 16 18
m Error Rate Time (Hours)

16 18 z0 2Z 0O i 4 &
Rate

3 10 1z 14 1le 18
W Error Rate Time (Hours)

le 18 Z0 ZZ O e 4 €
Rate

8 10 1z 14 1l 18
m Error Rate Time (Hours)

In the above example, it shows that there is a high-priority VoIP queue configured, but it is unused at all

times of the day, so there is no benefit from this queue.
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You can view current utilization for all of these links by clicking “Forward Current”

(FTET 1. MAC, and ARP information updated as of: 3/13/2015, 6:00:02 PM

Current mapping from one IP address to another IP address
Source IP Address:  [[10.100.36.16 *
Destination IP Address: [10.100.37.101

Forward Historical Forward Current
Mapping from 10.100.36.16 to 10.100.37.101

Note: The mapping will display the path that packets currently take. If the network configuration or state was.
different at a previous point in time, the mapping may not reflect the previous conditions.

Source IP: 10.100.36.16

Inbound

Int $#10015 Fa0/15: FastEthemet0/t5 (Bob)
Utilization Percent

Duplex: Full

Speed: 100,000,000 bps

Peak Error Rate: ~ 0.000%

Peak Utilization Rate: 8.304% Rx

Pinot Switch (10.100.36.53) (Current CPU utilization: 6%) Device Telnet Web,
outbound

Int #10007 Fa0/7: FastEthemet0/7 (Connection to Denver)

Utilization Percent

Duplex: Full
Speed: 10,000,000 bps
Peak Error Rate: 0.000%

Peak Utilization Rate: 0.910% Tx

Queuing:

Inbound

Int #1 Et0/0: Ethemet0/0 S

IP Address 10.100.36.60 Utilization Percent

Duplex: Full

Srees: T
Peak Error Rate: ~ 0.000% rxll

Peak Utilization Rate: 0.638% Rx

Denver Router (10.100.36.60) (Current CPU utilization: 1%) Device Telnet Web,
Outbound
Int #4 e4: Ethemet Interface

Utilization Percent

en

Duplex: Full
Speed: 100,000,000 bps
Peak Error Rate: ~ 0.000%

Peak Utiization Rate: 0.034% Tx

Inbound

Int #46 46:Ethemet Interface P
Utilization Percent

Duplex: Half

Speed: 100,000,000 bps

Peak Error Rate: ~ 1.800%

Peak Utiization Rate: 0.599% Rx

= I

Bordeaux Switch (192.168.202.4) Device Telnet Web)
Outbound

Int #4 ed: Ethemet Interface

Utilization Percent

Duplex: Full

Speed: 100,000,000 bps
Peak Error Rate: ~ 0.000%

Peak Utilization Rate: 0.034% Tx

Inbound

Int #2 Fa0/1: FastEthemet0/1

IP Address 192.168.202.2 Utilization Percent
Duplex: Full

Speed: 100,000,000 bps

Peak Error Rate: 0.000%
Peak Utilization Rate: 0.037% Rx

Atlanta Router (192.168.202.2) (Current CPU utilization: 1%) Device Telnet Web,

Outbound

Int #1 Fa0/0: FastEthernet0/0

IP Address 10.100.37.1 Utilization Percent
Duplex: Full o o e
Speed: 10,000,000 bps Tx

Peak Error Rate: 2.856%

Peak Utilization Rate: 0.302% Tx
Queuing: FIFO

Inbound

Int #2 2:2(ToGamay eth 0/15)
Utilization Percent

Duplex: Half

Speed: 10,000,000 bps

Peak Error Rate: ~ 7.689%

Peak Utilization Rate: 0.311% Rx

= I

Brunello Switch (10.100.37.16) Device Telnet Web)
Outbound
Int #4 44 (To ShoreTel Phone 10.100.37.101)
Utilization Percent
Duplex: Full
Speed: 100,000,000 bps
Peak Error Rate: ~ 0.000%
Peak Utilization Rate: 0.002% Tx

B0 30 40 S0 B0 0 BO S0 100

Destination IP: 10.100.37.101

—_—
TotalView Release 7 (6803) Copyright ©2016 PathSolutions

Perpetual License, licensed for 1000 interfaces

The current utilization will update every 10 seconds.
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Gremlins Tab

The Gremlins tab is a correlation engine that allows you to quickly understand what events happened at a
specific timeframe on the network.

[EUILEN Phones | Assessment | MOS | Devices | Favorites | Issues | Health | Top-10 | WAN | Interfaces §| Tools

What just happened on the network for a specific time period

What happened ago on the network

Event
Int #4227665 (GigabitEthernet1/0/6: GigabitEthemet1/0/6) on device Corvina (10.100.36.61) changed from UP to DOWN

| —————— S — S—
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

It will present events in the following order of priority:
Devices that went offline

Devices that went online

Interfaces that went down

Interfaces that went up

Devices that had high packet loss

Interfaces that had high utilization

Interfaces that had packet loss

Nogokrwod =

Assessment Tab

The Assessment tab displays bandwidth constrained interfaces and recommendations for QoS
configurations:

path

Path | Gremlins | Phones RNV ELIE MOS | Devices | Favorites | Issues | Health | Top-10 | WAN | Interfaces | Tools

Bandwidth constrained interfaces CompeenGaSISASSaSSImont Repoit
. Maximum Status
Interface IP Interface Queueing Simultaneous

Name | Number Address Description Speed Configuration Calls Admin Oper
Denver  Int #2 192.168.201.1 | Se0/0: Serial0/0 256,000 First In First Out (FIFO) 3 up | up
Denver | Int #3 Se0/1: Serial0/1 1,544,000/ Weighted Fair Queuing (WFQ) g down |down
Atlanta |Int #3 Se0/0: Serial0/0 1,536, 000| Weighted Fair Queuing (WFQ) 23 down |down
Honolulu Int #1 Se0/0/0: Serial0/0/0 1,544,000/ Weighted Fair Queuing (WFQ) 23 down |down
Atlanta |Int #3 Se0/0: Serial0/0 1,536, 000| Weighted Fair Queuing (WFQ). 23 down |down
NewYork |Int #2 |192.168.2012  Se0/0: Serial0/O (Link to Atlanta) 256,000 Weighted Fair Queuing (WFQ) 3 up | up
NewYork |Int #3 Se0/1: Serial0/1 (Link to Sunnyvale) 1,544, 000| Weighted Fair Queuing (WFQ). 23 down |down
SCWANRTR|Int #5 T10/0/0: T1 0/0/0 1,544,000 Undetermined 7B up |down
SCWANRTR|Int #6 T10/0/1: T10/0/1 1,544,000 Undetermined 23 up |down
SCWANRTR|Int #7 |38.104.140.182 Se0/0/0:0: Serial0/0/0:0 1,536,000 Weighted Fair Queuing (WFQ) 23 up |down|
SCWANRTR Int #8 |38.112.59.94 | Se0/0/1:0: Serial0/0/1:0 1,536, 000| Weighted Fair Queuing (WFQ) 23 up | down
SCWANRTR Int #9 |169.254.249.30 Tul: Tunnell 9,000 First In First Out (FIFO) 0 up up
SCWANRTR|Int #10|169.254.249.26 Tu2: Tunnel2 9,000] First In First Out (FIFO) 0 up | up

Recommendations

+ Weighted Fair Queuing (WFQ) is employ
Weighted Fair Queuing should not be utilized on links slower than 10megs in a VoIP environment, as it does not provide adequate prioritization for VolP packets. Custom queuing or Modular Qos
CLlIshould be enabled to ensure bandwidth protection for VoIP packets.

« First In First Out (FIFO) Queuing is employed
FIFO Queuing should not be utilized on links slower than 10megs in a VolP environment, as it does not provide any prioritization for VoIP packets. Custom queuing or Modular Qos CLIshould be
enabled to ensure bandwidth protection for VolP packets.

—
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

In the upper right corner is the Comprehensive Assessment Report. This is a single downloadable report
that includes information from many different parts of the system. This can be used as a complete VolP
assessment of network conditions and errors.
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MOS Tab
The MOS tab displays the MOS graphs for each monitored device on the network:

Round-Trip MOS Score from TotalView to Network Devices

Device Device
Name IP Address Stats MOS Score from TotalView to device and back
VoIP Gateways
s.0
4.0
o
Max: 4.4 % 3.0
g
@ santa Clara GW 10.100.36.100 Avg: 44 ® 2.0
Min: 44/ 8 10
0-0 8 10 12 14 16 1820 22 0 2 4 6 8 10 12 14 16
mH0S Seore Tine (Hours)
5.0
4.0
Max: 44 3 3.0
g
®|san Francisco GW 10.100.37.100 Avg: 44 @ 2.0
Min: 1.6 § 1.0
0.0

8 10 1z 14 16 18 20 22 0 2z 4 6 & 10 12 14 16
uMOS Score Time (Hours)

Distribution Network

5.0
4.0
Max: 44 % 3.0
g
® Chardonnay 10.100.36.54 Avg: 44 @ 2.0]
Min: 44 & 10
9:9. 8 10 12 14 16 18 20 22 0 2 4 6 8 10 12 14 16
= MOS Score Time (Hours)
5.0
4.0
o
Max: 4.4 % 3.0
® Pinot 10.100.36.53 Avg: 4.4 @ z.0
Min: 44 2 10
0.0
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Device MOS Score, Latency, Jitter, and Packet Loss

During its communications with each monitored device, PathSolutions’ TotalView tracks the peak and
average latency, as well as the jitter, packet loss and MOS score.

This creates the ability to monitor devices across a WAN or the Internet and know how stable the

connection is.

This information is available below the Aggregate Peak utilization (and CPU and memory graphs if it is a
Cisco device) on the device page:

MOS score from TotalView to device and back

5.

MOS Score

4
3
Z.
1
u]

o o o o O

7 L= S I i e bt i e s Rl Bt
B MOE Score

Latency from TotalView to device and back

MHilliseconds Milliseconds

Parcentage

za -

VR S

Akzan
=

4.
3.

5%
4%
3%
2%
1%
0%

ST B b B e Roctad B it R hoveld Bppereie)

1 3 £ 7 L= Sl B e ps e
Time (Hours)

1 3 5 7 o= P [ e e e el
B Max Latency B Avyg Latency Time {(Hours)

Jitter from TotalView to device and back
5 >

S A Do il Bloee o bersed B R Esesc)

R S SR

W Jitter in ME W (o data) Time (Hours)
Packet loss from TotalView to device and back

A et I el et et lriesl He sty it

o B e e R B b R e

B Loss B (no data) Time (Hours)
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VolIP Tools
On the Tools tab, the VolP Tool is available.

path

Path | Gremlins | Phones | Assessment | MOS | Devices | Favorites | Issues | Health | Top-10 § WAN [ Interfaces
[[JELE 1P, MAC, and ARP information updated as of: 3/13/2015, 4:40:02 PM
PIATHIGELRSGEN  Download IP, MAC, and ARP information to a spreadsheet

IP to MAC Search | MAC to Interface Search | MAC to IP Search | Subnets JRZZRCTIS

Use these tools to validate and troubleshoot VoIP Networks.
‘VolIP Call Simulation Client Download Call Simulation client (email link)

Check Address Translation Check for address translation from a web client to this server (email link)

— — —
TotalView Release 7 (6803) Copyright ©2016 PathSolutions Perpetual License, licensed for 1000 interfaces

VolIP Call Simulation Client

Call Simulator

The Call Simulator is a program that is run on a computer where you would like to test a VolP call. It will
send VolIP formatted ICMP ping packets to any IP address endpoint. This permits you to simulate a VolP
phone call to any LAN or remote IP address without having to set up software on the remote IP endpoint.

When the Call Simulator is initially run on a computer it will ask for the IP address and port number for the
PathSolutions’ TotalView Server. This is done for licensing as well as to seed the program with the server
and port for performing call path mappings:

Enter the 1P and port far Yol P tonitar

Server address: |1 0.100.36.156
Server port; IEEIE4

k. I Cancel

Once the validation check is complete, you should see the program ready to start:
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End-to-End Testing

You should be able to enter the IP address of the remote device or location that you desire to test to and
choose the codec to simulate. Click “Start” to start the simulation. This will perform an end-to-end test to
the remote location.

Note: If you choose an IP phone as the destination, you should simulate only one call at a time to that
location. [P phones tend to have very small CPUs and cannot handle more than 2 calls worth of
traffic before they start to discard packets.

Any remote location that responds to a PING (ICMP ECHO) can be used as a destination for testing.

You can choose to optionally tag the packets with a DSCP setting.

From: [10.100.36.17 to [10.100.37.5 Save reslt |
bl ode: IEnu:I-tu:u-enu:I test ;I Call Path | Send statisticsl
Codec: [G.711 (Bakbits] ] Calsfto =] ™ oscrfesfo
=103
Callz -5 2
-0
| DSCP) Lhe
| Order ¥ '53?2
=40 mz l
Laterncy =20 ms 1
s i
= 2386 m=
Jitker =1443 ms
= mg
T o ‘:H In —34%
Loss =l
oy NIFYTRTT
-4.4
[ | | (el b | | IR IR | I EE R | (e | [ | |
-5'00" =200 -1 =000
1
< _ = ||
Latency: 40mz  Time: 20232015 21626 P Invalid DSCP: 00X i
Jitter: 2886 mz  Call ratio: 107 Qutof order: 558 % i
Lozs 23%  MOS: 1.0 E it I
L]

Note: Your network configuration may strip this DSCP tagging and apply a different tag to the packets.
You may choose to deploy a packet analyzer to validate that the network configuration is not
stripping the DSCP tagging.
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Note: If you intend to load a network to saturation to test for WAN stability, it is advised to use the IP
address of a router, switch, or server as the destination. Those devices tend to have enough
spare CPU cycles to handle processing large loads of traffic.

Note: Some devices will strip the DSCP tagging on their responses. Cisco routers have been validated
to preserve the DSCP tagging on their responses. Other devices may have to be checked to see
if they preserve or strip the tagging to insure that the DSCP is preserved bi-directionally.

During a call test, the number of calls can be ramped up to load the network and determine how many
calls can reliably be handled to a destination.

From |10.100.36.17 to [10.100.37.5

“H Saveresult |

Mode: IEnd-tD-End test LI Call Path I Send statisticsl

Codec: [G 711 (Bdkbitsl <] Cal:[lo = 1 oocefes o

=103

Callz =5
=0
=hlie
|
| DSCP i
| Order ¥ '53;4
=40 mz I
Latency =20 ms f
== 2886 ms| v =Oms
= 2886 mz
Jitker =1443 mz
=0 mz
vkl ;J'J.l —34%
Lozs == s
A S b Rkl -
- 4.4

[ | I (il I i I [ | I [l Al I e I
-500" 200" 9 -oo0”
1
< _ Emc ||
Latency: A0z Time: 2232M5 21625 PM  Invalid DSCP: 00 %

Jitter: 2886 mz  Call ratio; 101 Outof order, 558 %
Lozs: 23%  MOS: 1.0 Exit |

Additional details about any point in time can be seen by hovering over the graph element with the
mouse.

= DSCP loss historical tracking: If DSCP is lost during a test, TotalView displays when it was lost so it
can be correlated with network events to determine the cause.

= Out of order reception historical tracking: If packets arrive out of order, TotalView tracks when it
occurred.
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Link Troubleshooting

The Link Troubleshooting mode can be used to test packet stability over a number of router hops and is
typically used to test stability outside of a VPN tunnel to determine where packets are being lost or
delayed.

Enter the IP address of the destination to test and click “Start”. The program will trace the route to the
destination and then start testing:

Note: If the graphs do not show up you will need to check your Firewall. You may need to turn off your
Firewall for Link Troubleshooting.

From: [10.100.36.17 to [10.100.37.10

S ave result |

Mode: ILink T roubleszhoating ;I Call Path | Send statisticsl

Delay between sends: I'I oo 5:

=111 mz

Delay = 56 m

=1 ms
=20 mg .

Latency =10 mz

=0 mz
=20 ms

Jitter =10 ms

EE3 | ~0ms
-10%

Logzs . “I =it
=

bbb =] %

=44
MOS =
1

U e o e e T 2 IS e
-B'00" -4'00" -300" -2'00" -100"

-0M00™
g oo |
Latency: Ormz  Time: 20232015 2:20:20 P

Jitter: Omz Delay 100 mg
Loss BEX  MOS: 18

E wit | |

If at any point there is a spike in latency, jitter, or loss, the graph point can be clicked on to view additional
information of inter-link information between all involved devices along the path.
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As shown below, you can determine who owns or manages routers along the Internet.
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Jitter
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Lozs

| »» Mest frame

<< Prew frame

Latency, Jitter, and Loss are displayed to each hop along the way. As a result, it can be easily

determined which device is adding Latency, Jitter, or Loss along the way.
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RTP Receiver/Transmitter
The RTP Receiver/Transmitter mode uses UDP packets and is useful when remote devices block PING
(ICMP ECHO) packets.

To use the RTP Receiver/Transmitter Mode, email the link to the remote user and have the remote user
also run a copy of the Call Simulator on the network.

Enter a “name” in the Remote Name field such as “Chicago”. Then set your Call Simulator as RTP
Receiver in the Mode field and click on Start.

Remote Mame: IEhiCE'lEI'I| Stop | Save results |

b ode: IHTF' Fieceiver LI Call Path | Send statisticsl

Lizten Port; IEEI'I ] 3: [T Enable DSCF

Receiving from 10.100.36.163 with DSCP 0 [onginal source 1P of 10.100.36.163 with DSCP

|

|

|

i

| |
€| m | »

T ——
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On the remote Call Simulator, select the RTP Transmitter mode in the Mode drop down box. You will
then see a drop-down box in the “To” field where you can select the “Name” of your machine. Select the
name of the machine to test.

|‘|

Call Simulator (Registered to 10.100.36.17:8084) | = %

From: [10.100.36.17 to | ~]  cer | Saveresut |

Chi 10.100,36.17.501 e
M ode: IHTP Transmitter S]pl,dc:&u.[ﬂu il lJ]I Call Path | Send statlstlcsl

Codec: [G.711 (Bakbits) =] Part[5010 = Cale [t = ™ pscpfeE [0

You can then click on the Start button to start the simulation.
-

3 Coll St (gt 0 1010038.173 T =
ﬁ Call Simulator (Reg ed to ;ﬂlm&]ﬂﬂﬂd] -
From: [10.100.36.163 w o017 v [ Sep | Severesuls |
Mode: |F>.TF>Transmil1E| :I Call Pat I Sand sialistic | i
Codec: [G.711 (B4kbits) v | Port [5010 == Calls:[I = [ DsScs |?|n_
: - P - : iy
Calls =05
0 |
[ =-1%
IDSCP Zo% 5
; 1%
| Qrder 0%
T=BZ M
Latancy 1 l =31 ms 1
=0 ms |
z I ] e oREme *
SJither l I =133ms
e —b A (| s
-2%
Loss =1 %
=0%
MOE
[ | I PR EE | Finni I [] [] I HEEN |-
-7 oo 5007 500" -4’00 -300° -2 00" -1 0n00°

4] 2

Lstency: -ms  Timac = Irnvmlid DSCF: =24
ither =ms  Call rabo:; = Digtof order. -%
Loss: -%  MOS: - Exit I |

The IDSCP Graph will show when packets lose DSCP marking during a test.

The !Order Graph will show when packets arrive out of order
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TCP Receiver

Using the TCP Transmitter/Receiver mode will validate how much bandwidth is available between two
computers.

For example, if you have a 10meg WAN circuit between your remote offices but you think it is always
slow, you can confirm that the current utilization is zero percent, but you may want to test it.

Set up a computer in the remote office with TCP Receiver and provide a Remote Name.

— -
1= Call Simulator (Registered to 10.100.36.17:8084) EEEE)

Remate M ame; IEhicagn Stop | 5 ave result I

hd ode; ITI:F' Receiver ;I Call Fath | Send statisticsl

Lizten Part: IEEIEI# Eﬁ

Lizgtering for agents. .
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On the local machine, run the TCP Transmitter and enter the remote computer’'s name from the Drop
Down box.

Simulated traffic will then run between the two systems.

-

42 Call Simulator (Registered to 10.100.36.17:3084) ==
I |
From: [10.100.36.17 to | | G | Saveresut |
Chicago [10.100.36.17.5010] |
Il S8 | TP Tranzmitter Lipdate st Call Path | Send statisticsl

Chunk, zize: IMEIEI 5: bytes F'Drt:IEEII:Id 5:

=G4 bpz
F ate =32 bpz
= bpz
< 21
Time: -
A ate:

Ext | :

Traffic between the two computers will start loading up and show how much bandwidth is being utilized. If
it shows that you are only getting 5mbps of throughput, you should call your WAN provider to discuss and
investigate.
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UDP Firewall Test

To test if the port can fully reach the destination you can use the UDP Firewall Test. Choose the “UDP
Firewall Test” option from the Mode drop down box.

E =5
Call Simulator (Registered to 10.100.36.17:3084) pe | =

From: [10.100.36.17 to [10.100.37.10 [ stat | Saveresut |
]

b ode: ILIDF' Firewall Test ;I Call Path | Send statisticsl
l Deztination Port: |5EI1 n 5:
N Reszalving target host address. . OK

Tracing route bo 1010003710 uging UDP part 5010 packets... 0K

Rezolving host names...

1 10.100.361 internet
I 2 10.100.36.60 dervver. corp.netlatency. com

3 1921682012 hewyork. corp netlatency. com

4 192168 202.2 atanta?.corp.netlatency. com

h 10.100.37.10 [ ICMP ] shoretelphone?. corp. netlatency. com

On page 114 on the docs, right after the “UDP Firewall Test” for the call simulator, add the following text
and screenshot:

DSCP Loss Test

The call simulator can test to see how far DSCP tags make it through the network. Run the call simulator
from a PC next to or behind the VoIP phone. Choose “DSCP Loss Test” and enter the DSCP value that
you would like to test. Then enter the IP address of the remote endpoint where you would like to test
DSCP and click “Start”. The system will do a traceroute to determine the hops to the endpoint, and then
send out DSCP tagged packets to learn how far they make it through the network:
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[ - - - W —
?i% Call simulator (Registered to localhost8084) w
e — - - 2
From: |192.1EB.1.63 to |91.22202 tart | Seve rasult |
hMode: IDSCP Loss Test LI Call Path |
[¥ DsCF: |45

f

Resolving target host address... OK

Tracing route to 91.222.0.2... OK

Testing using ICMP packets with DSCP 46... OK
Resoling hostnames... OK.

162-231-240-1 lightspeed sntcca shoglobal net

Hop Tag DSCP IR MName

1 + 46 192.168.1.1

2 + 46 192.168.100.1 dsldevice.attlocal.net

3 + 0 162.231.240.1

4 + 0 711458149126

5 + 10 71.145.0.195

B + 10 71145117

— Mo DSCP tag beyond this —

7 0 12.83.39.145

8 0 12122.200.9

g 0 192.205.33 46

10 0 50.91.253.69 ash-bb3Hink telia.net

1 0 52.115.139.40 firm-bb1-link telia.net

12 0 52115116.155 firm-b1-link telia.net

13 0 B2 11560170 datagroup-ic-314505-frm-b1.cielia.net
14 0 8091160157 ae?2-454.531 kiev.datagroup.ua
15 0 46.164.150.219

16 0 188.0127 226 wotld homelan.lg.ua

17 0 M z22n: citylan.lg.ua

—— e

Look fort‘hz-- No DSCP-tag beyond this ---“ notice. This means that the previous device was stripping
the tag on its outbound interface, or the subsequent device was stripping the tag on its inbound interface.
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Check for NAT

Network Address Translation can cause one-way audio problems in a VVolP network. Being able to
quickly ascertain if NAT is being performed is an important capability.

Simply click on the “Check Address Translation” link to determine if NAT is occurring between your
computer and PathSolutions’ TotalView.

You should see:

IP Address
On workstation: 192 .168.1.15
As seen by server: 10.100.36.156

NAT is occurring somewhere

Email Results

If no NAT is running you should see:

IP Address
On workstation: 10.100.36.156
Az zeen by server:10.100.36.156

No NAT detected

Email Results

Note:

This tool runs a small Java applet. The browser where this is executed must be able to run a
Java v1.1 applet.

This tool is intended to be run by users on remote computers. It is recommended to use the “email link”

button on the VolP Tools tab to send a link to the end user who should run this check. The end user can
then click on “Email Results” to send the results back to you for evaluation.

Poll frequency: 00:05:00
Solutions TotalView Last poll: 3/7/2016 4:44:46 BM
Network health: DEGRADED (2.1%)
L Map | Path | Gremlins I Phones [ Assessment | MOS | Devices | Favorites | Issues I Health I Top-10 I WAN [ Interfaces IRENS

[[JELEY 1P, MAC, and ARP information updated as of: 3/13/2015, 4:40:02 PM
PIATHIGELRSGEN  Download IP, MAC, and ARP information to a spreadsheet

IP to MAC Search | MAC to Interface Search | MAC to IP Search | Subnets JRZIZALTIS

Use these tools to validate and troubleshoot VoIP Networks.

‘VolIP Call Simulation Client Download Call Simulation client (email link)

Check Address Translation

Check for address translation from a web client to this server (email link)

TotalView Release 7 (6803) Copyright ©2016 PathSolutions

Perpetual License, licensed for 1000 interfaces

Page 127



PathSolutions TotalView

Fixing Problems on your Network

Improving Network Health
Network health can be improved by working on the issues listed in the “Issues” list:

. Poll frequency: 00:05:00
Solutions TotalView Lastpol:  3/7/2016 4:44:46 PM
Network health: DEGRADED (2.1%)
_ Map | Path | Gremlins | Phones I Assessment | MOS [ Devices | Favorites IENVEER Health | Top-10 I WAN [ Interfaces I Tools |
Interfaces with peak daily utilization rates greater than 80% or error rate greather than 3% sorted by Comm fail, Error rate, and Utilization i
Day | Feakaily
Device Device Interface Interface Error Utiltzation
Name IP Address Number Description Speed Rate Tx Rx
Clelektra 10.100.37.18 Int #5 Subnet mask 255.255.255.252 for this interface does not match other subnets on the network and may be incorrect = e - -
C PathSolutions|/10.100.36.1 -na- ARP cache entry on this device for 0.0.0.0 does not match others on the network Check - - - -
C|Corvina 10.100.36.61 -na- No default route found on this device Check - - - -
®|SC_User_SW2 |10.0.12.7 Int #1 1:1(36.1) 10,000,000/99.999% 3.005% 0.138%
®|SC_User_SWl |10.0.12.6 Int #14 14:14(19.1) 100,000,000/99.998% 3.074% 0.077%
® Zinfandel 10.100.36.25 |Int #83886080 mgmt0: mgmt0 1,000,000,000/99.988% 0.001% 0.001%
@ Sauvignon 10.100.36.20 Int #17 ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 100,000,00089.312% 48.349%| 53.424%
® Malbec 10.100.36.75 Int #23 ifc23 (Slot: 1 Port: 23): Nortel Ethernet Routing Switch 5520-24T-PWR Module - Port 23 1,000,000,000/43.372% 0.000% 0.007%
® | CiscoASA 10.100.36.4 Int #15 inside: Adaptive Security Appliance 'inside’ interface —Unknown- 22.425% 0.000% 0.000%
@®|Internet 10.100.36.1 Int #1 Fa0/0: FastEthernet0/0 (WAN side <FG726>) 10,000,000/17.010%| 45.251%| 35.748%
@ Pinot 10.100.36.53 |Int #10002 Fa0/2: FastEthemet0/2 (Cube A-02) 10,000,000/15.092% 82.860% 82.835%
® Merlot 10.100.36.48 |Int #4 1/4: Summit300-24-Port 4 100,000,000/13.132%| 1.527% 1.354%
®|SC_User SW2 |10.0.12.7 Int #24 24: 24 (Path Solutions) 10,000,000/12.922% 33.054%| 46.372%
® Brunello 10.100.37.16 |Int #2 2:2 (To Gamay eth 0/15) 10,000,000 7.689% 0.383% 0.311%
@ Internet A0PE00S 6 Int #2 Fa0/1: FastEthernet0/1 100,000,000/ 6.478%| 3.584% 4.531%
® CiscoASA 10100364 Int #12 Internal-Data0/1: Adaptive Security Appliance 'Internal-Data0/1" interface 1,000,000,000 5.396% 0.820% 0.820%
® Malbec 10.100.36.75 |Int #2 ifc2 (Slot: 1 Port: 2): Nortel Ethernet Routing Switch 5520-24T-PWR Module - Port 2 (To Pinot) 100,000,000 3.318% 1.444% 2.999%
® NewYork 192.168.201.2 |Int #1 Et0/0: Ethernet0/0 10,000,000/ 3.287% 0.581% 0.673%
@ SCWANRTR 32.122.148.166/Int #10 Tu2: Tunnel2 9,000/ 0.000%/100.000% 1
@® | SCWANRTR 32.122.148.166/Int #9 Tu: Tunnelt 9,000/ 0.000% 1.778% 1C
® CiscoASA 10.100.36.4 Int #11 Ethernet0/7: Adaptive Security Appliance 'Ethernet0/7" interface 10,000,000( 0.000% 81.822% 81.856%

Click on the interface number to get details on the source of the problem.

If you have a bandwidth problem, you may want to upgrade the interface to a faster speed (upgrade
10mbps to 100mbps, or 100mbps to gigabit), and/or configure the link for full duplex. You may have
errors associated with a bandwidth problem (like collisions), so it is recommended to solve bandwidth
problems first.

After resolving bandwidth problems, you will want to focus on reducing the error rate on the interface (if
this is a problem). Use the error analysis section for suggestions of a course of action. It may
recommend replacing cables or network cards, depending on the types of errors that occur.

Additional troubleshooting information exists for each specific error. You can receive the online help by
clicking on the specific error name.

Once you have implemented a fix, you should have a gradual reduction of the error rate on this interface.
You may choose to immediately reset the counters on the interface so the program will start calculating
error rates with a clean slate. Refer to your switch's documentation for information on how to clear
interface statistics.

Note: Some switch manufacturers only allow clearing statistics for the entire switch, not a specific
interface.

Note: If a switch manufacturer does not offer a method of clearing statistics, you will have to reboot the
switch (or perhaps just the management module) to clear out old statistics. The telnet link can be
used to quickly connect to the switch and check duplex and switch configuration.
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Running a Collision-Free Network
Click on the “Interfaces” tab and review the interfaces that are configured for half-duplex:

path

Map || Path | Gremlins | Phones | Assessment | MOS || Devices || Favorites || Issues || Health | Top-10 | WAN |[RIIGIETEE

QLU Trunk Ports | Unknown Protocols | Sub 10 meg J 10 meg ' 100 meg | 1 gig | 10 gig |

Half Duplex Interface List sorted by Peak Daily Error Rate
Peak

Daily o
Device Device Interface Error
Name IP Address Number Description Rate Tx Rx  Duplex*
@ Sauvignon 10.100.36.20 Int #17 ifc17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 89.312%/48.349%/53.424% Half
® Internet 110 AL0)0) ¢ 3] 5 AL Int #1 Fa0/0: FastEthernet0/0 (WAN side <FG726>) 17.010%|45.251%|35.748% Half
®|SC_User_SW2/10.0.12.7 Int #24 24: 24 (Path Solutions) 12.922%|33.054%/46.372% Half
® Brunello 10.100.37.16 Int #2 2: 2 (To Gamay eth 0/15) 7.689%| 0.383%| 0.311%| Half
@® Internet 10.100.36.1 Int #2 Fa0/1: FastEthernet0/1 6.478% 3.584%| 4.531%| Half
® Bordeaux 192.168.202.4/Int #46 486: Ethernet Interface 1.800% 0.696% 0.599% Half
@ Pinot 10.100.36.53 Int #10010 Fa0/10: FastEthernet0/10 (To Hawaii) 0.160% 0.073% 0.012% Half
@ Honolulu L0100 2G5 5 Int #2 Fa0/0: FastEthernet0/0 0.000%| 0.012% 0.010% Half
8 total half-duplex interfaces displayed Top of page
Tom(i PathSolutions Perpetual License, licensed for 1 15'0 interfaces

These interfaces should be converted to run in full-duplex mode to eliminate packet loss due to collisions.

Eliminating Bottlenecks

Click on the “10meg”, “100meg”, and 1gig sub-tabs to investigate interfaces that should be upgraded to a
faster speed:

path

Map | Path | Gremlins | Phones || Assessment | MOS || Devices | Favorites | Issues || Health | Top-10 | WAN GG ET-1)

Half Duplex | Trunk Ports | Unknown Protocols | Sub 10 meg JELERCISB 100 meg [ 1 gig N 10 gig |

10 Meg Interface List sorted by Peak Daily Utilization Rate
Peak

Daiy i on

Device Device Interface Error Interface

Name 1P Address Number Description Rate Tx Rx Speed
@® Pinot 10.100.36.53 Int #10002 Fa0/2: FastEthernet0/2 (Cube A-02) 15.092%|82.860%|82.835%|10, 000,000
@® CiscoAsSA 10 101015 25 4 4 Int #11 Ethernet0/7: Adaptive Security Appliance 'Ethernet0/7" interface 0.000%|81.822%/81.856%|10, 000,000
@® SC_User_ SW2/10.0.12.7 Int #24 24: 24 (Path Solutions) 12.922%|33.054%|46.372%|10, 000,000
@® Internet 10.100.36.1 Int #1 Fa0/0: FastEthernet0/0 (WAN side <FG726>) 17.010%|45.251%/35.748%/10, 000,000
®|SC_User_SwW2/10.0.12.7 Int #1 1:1(36.1) 99.999% 3.005% 0.138%/10,000,000
@® Pinot 10.100.36.53 Int #10007 FaO/7: FastEthernet0/7 (Connection to Denver) 0.000% 0.910% 0.745% 10,000,000
@ Denver 10.100.36.60 Int #1 Et0/0: Ethernet0/0 0.000%| 0.738% 0.638% 10,000,000
@ Pinot 10.100.36.53 Int #10013 Fa0/13:FastEthernet0/13 (To Velma) 0.000% 0.719% 0.027% 10,000,000
@ Bordeaux 192.168.202.4|Int #46 46: Ethemet Interface 1.800% 0.696% 0.599% 10,000,000
® NewYork 192.168.201.2|Int #1 Et0/0: Ethernet0/0 3.287% 0.581% 0.673% /10,000,000
@® Brunello 10.100.37.16 |Int #2 2: 2 (To Gamay eth 0/15) 7.689%| 0.383% 0.311%/10,000,000
® Atlanta N2 AlEE 2022 e ¢l Fa0/0: FastEthernet0/0 2.856% 0.302% 0.365% 10,000,000
@® Atlanta 10 100=37:<1: Int #1 Fa0/0: FastEthernet0/0 2.949% 0.302%| 0.365%|10,000,000
13 total 10 meg interfaces displayed Top of page

Click on the interface number to get details on the interface’s utilization.
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Determining What’s Connected to an Interface

If you click on the interface and then click on the “Connected” tab, it will show you what devices are
connected to the interface, along with the VLAN, MAC address, and IP address (if available in other
device’s ARP caches). If you hover over the MAC address it will show you the Manufacturer of that
device. Reverse-DNS lookups for switch ports can also be identified by clicking on the IP address.

path

Path | Gremlins | Phones | Assessment | MOS [EBEWIELE Favorites | Issues | Health | Top-10 | WAN [ Interfaces | Tools

: 2 -
Device<<>>  OFeally - Suppressed - @lssue 7 Commal General [ PoE]  Description | Support ] Financials | Uptime |
05l Services
Device Device Manage of  Oper| Oper Admin .
Name IP Address Device 12 3 4/56 7 Int Up Down Down Location Contact
®|Pinot|10.100.36.53|Telnet SSH Web HTTPS Syslog | ®| ® 27 12| 15| 0 |SantaClara Sally Toner
Interface << >> [Generall TR B 0 G CEREER Connected
[Update}
Interface 1P Devices connected to
Number Address Description this switch port
® Int #1 10.100.36.53| VI1: Vlan1
Int #10001 Fa0/1: FastEthernet0/1 (Trunk Port Connected to Merlot)
®|Int #10002 Fa0/2: FastEthernet0/2 (Cube A-02) VLAN #82: FB8-66-F2-23-4B-16 — 10.100.36.4
Int #10003 Fa0/3: FastEthemet0/3 (Cube A-03)

VLAN #1: 00-00-CD-28-05-DF

VLAN #1: 00-01-E6-4B-5C-56

VLAN #1: 00-04-96-1F-93-AC - 10.100.36.48

VLAN #1: 00-09-97-18-D6-80

VLAN #1: 00-0F-E2-C2-7C-05 - 10.100.36.61
® Int #10004 Fa0/4: FastEthernet0/4 (Trunk Port Connected to Malbec) VLAN #1: 00-10-49-00-4A-68 - 10.100.36.100

VLAN #1: 00-18-FE-D9-BF-80

VLAN #82: 00-1B-BA-19-A4-00

VLAN #82: 00-1B-BA-19-A4-01

VLAN #1: 00-24-63-02-39-B7 —» 10.100.36.15

More...

VLAN #1: 20-10-7A-49-50-8D - 10.100.36.156

VLAN #1: 54-27-1E-ED-97-BD - 10.100.36.169

VLAN #1: 6C-71-D9-BD-42-55 - 10.100.36.166
® Int #10005 Fa0/5: FastEthernet0/5 (To Wireless Access Point) VLAN #1: 88-DC-96-1F-48-11 - 10.100.36.7
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Finding Anomalous Traffic

If you notice strange traffic on one interface, you can use TotalView to locate the source of the traffic.
Consider the following graph:

2712 kb
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1024 kb
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At approximately 18:15 (6:15pm) yesterday, roughly 300k of data was received. The same amount of
traffic was received at 06:15 (6:15am, and 18:15 this evening. With this traffic pattern in mind, we can
quickly click on the interface arrows to find the interface that transmitted that quantity of traffic during
those times:
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Once you have found the interface, you can determine what is connected to the interface and look into
the purpose of the traffic.

The benefit of this feature is that you do not have to be in front of a packet analyzer at the time the traffic
is transmitted to determine the source of the traffic.

Click on the left and right interface arrows to view the other interfaces on the switch. Look for a similar
traffic pattern at the same timeframe.

Interface Summary << > [ PoE] 0 Connected
[Update
Interface P Devices connected to
Number Address Description this switch port

VLEN #1: 00-04-F2Z-95-3D-1D
VLAN #1: 00-08-5D-28-15-CD
VLAN $#1: 00-10-49-02-47-13 - 10.100.37.10
VLAN #1: 00-10-49-03-E1-4Z - 10.100.37.101
VLAN #1: 00-11-B8-C9-0C-42

@ Int #1 g1: Ethernet Interface (Trunk Port Connecled to Gamay) VLAN #1: 00-14-7C-51-14-20 — 10.100.37.4
VLAN #1: 00-14-7C-51-14-21
VLAN #1: 00-A0-CE-1D-85-F4 — 10.100.37.2
VLAN $#1: 00-DO-58-A3-58-D0 — 10.100.37.1
VLAN #1: 20-B1-1C-10-DD-5F — 10.100.37.18
More...

Interface Utilization Current Utilization ll Download Excel Ml View Advanced Stats.
LEUN Weekly | Monthly | Yeardy |

Bits per second Peak Percent

Tx Rx
Min 0 ¥bps 0 kbps
4 Avg 3 xbps 3 kbps
@ Max & kbps 8 kbps
95th 5 kbps 5 kbps
3 11 13 1§ 17 1% 2zl 23 1 3 & 7 = 11 13 1§ 17  95th % 0.005% 0.005%

® Transmitted W Received Time (Hours)

If determining the source and destination of the traffic is not enough to narrow down the cause, the next
step would be to connect a network analyzer to that interface to try to determine the purpose of the traffic.
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Determining Laptop Usage
Laptops add and drop from the network on a regular basis. To track their usage patterns, select the
Health tab. Then select “Add Widget” on the right hand side.

Pall frequency: 00:05:00
SOluﬂOI‘Is TotalView Last poll: 3/5/2015 4:54:54 BM
Network health- DEGREDED (1.9%)

| Map | Path [ Phones | Assessment | MOS | Devices [ Favorites | Issues WEEFTTN Top-10 | WAN [ Interfaces [ Tools |
—_— e Lock

Daily Ports x Device Manufacturers X | | MAC Addresses x

il ».

| e ’
Other VMware, Inc.
AR Hewlett-Packard Company Other
Dell Inc

Hangzhou H3C Technologies Co.,
Ltd. CISCO SYSTEMS, INC.

ShoreTel, Inc Hewlett-Packard Company
ADTRAN INC. Intel Corporate
D-Link Corporation Apple
Dell Inc ShoreTel, Inc
% SENAO Networks, Inc. y Cisco ¥

Select the “Daily Ports” — to see the Down Interfaces:

Daily Ports x
695 " —r — = . ¥ '\'T ]i[
BEE boacaiaciniccasacasacasacassnananacanatasacars anseansfansin iatatesaratanarsvarssasearsslannanasns o
"
g GL7 frrrrraranaranananananararararararanarararararararsarans|arararanas et mam et et et e et et e ey
4
™ 2'?3........ ..............................................
o
g i - | ] T S
—H
0
7 9 11 13 1§58 17 19 21 23 1 3 & 7 9 1l 13 1%
B Admin Dowm m Oper Dowm Time (Hours)

Notice that the number of "Operationally Down" interfaces decreases as users connect to the network and
increases as users disconnect.

Planning for Network Growth

Making sure that you always have free network ports available for growth is important. Use the Health
tab, select Add Widget, and add the “Daily Ports” to view the Down Interfaces to determine overall port
availability.

When the number of operationally shut down ports gets too low, additional switch ports should be
acquired.

Scheduling Server Outages

Determining the timeframe to schedule server outages can be tricky without TotalView. Choose the
interface that connects to the server and view the daily, weekly, and monthly graphs to determine when
network utilization for this server is lowest. The user community should be comfortable with the decision,
as there is no documented usage during that period.

Scheduling Switch & Router Outages

Scheduling switch outages are easy as well. Choose the switch details and view the daily, weekly, and
monthly graphs to determine when overall switch utilization is lowest.
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Daily Utilizatio

n Tracking

View the daily utilization using a Widget in the Health tab to determine if the utilization meets with your
expectation of usage.

Consider the following “Daily Utilization” graph:

Daily Utilization
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This graph shows a lot of data being transmitted on the previous day starting at 17:00 hours (5:00pm).
This timeframe may correspond with backup jobs that are set to execute during that timeframe.
The graph also shows spikes roughly every two hours throughout the day. This may also correspond with

scheduled activitie

s on the network.

Daily Errors Tracking
View the daily overall errors to determine if the level of errors meets with your expectation of error

distribution.

Consider the following “Daily Errors” graph:

Daily Errors
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This graph shows that there were a lot of errors around 13:00 hours (1:00pm). If you are aware of a
process that runs at that time, you may choose to investigate the interface of the machine that executes

the process.
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Performing Proactive Analysis

You can be proactive by using the "Top-10" (errors) tab to locate interfaces that have error rates that are
increasing. Reducing these error rates will help prevent them from becoming issues.

The "Top Transmitters" and "Top Receivers" tabs can be used to watch which interfaces may become
bandwidth bottlenecks.

Error Resolution

Some device manufacturers may improperly report error information, making it impossible to clear certain
errors. The device manufacturer should be able to provide a new version of their device software to
report errors correctly.

You can tell PathSolutions’ TotalView to suppress errors on interfaces by clicking on the status indicator
(the colored dot in the Status Column)

Interface IP lgnore| Switch interfaces showing
Number |Favorite | Address Description Int this MAC address

@ |Int #1 | Favorite [10.0.1.1 Fal/0: FastEthernetl/0 (WAN side <FGT25=) Ignore

The following dialog should then be presented:

Should threshold errars be SUPPRESSED on this interface?

Ok l I Cancel

You can Un-Suppress errors on an interface by clicking on its status indicator again.
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Using the Network Weather Report

The network Weather Report is emailed by the service every night at midnight. An example of a weather

report with interfaces that are degraded is as follows:

The default report includes information regarding the health of the network, a section on issues and
errors, a section on performance, a section on the top 10 interfaces with the highest daily receive

percentage and administrative information.

All links on the report will link to the product website so you can rapidly check information and work on

resolving problems on a daily basis.

It is recommended that you archive these reports in an email folder for future reference.

The network's overall status is displayed in color (red for "Degraded", green for "Good") at the top of the

report.

If the overall network status is degraded, then a table listing the interfaces with “Issues” will be displayed.

The "Errors" section will list the top 10 interfaces with the most errors.

TotalView

be viewed on the TotalView website

Aggregate Utilization

Bits per Second

® Transnitted

Issues  Curent Issues

P o A e RS T SR AR F e e e T T e g B

W Received Time {Hours)

9 interfaces (out of 803 interfaces on your network) are reporting more than 90% utilization or more than 5% errors per packet
Error Peak Daily Utilization
Tx

Interface

Name Number Description Rate
® Sauvignon Int #17 ife17 (Slot 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Medule - Port 17 86.435%
® Malbec Int #23 ifc23 (Slot: 1 Port: 23): Nortel Ethernet Routing Switch 5520-24T-PWR Module - Port 23 40.432%
® CiscoRSA Int #15 inside: Adaptive Security Appliance inside interface 28.750%
® Palomino Int #2 FaO/2: FastEthernet0R2 25.000%
® Internet Int #1 Fa0/: FastEthernet0/0 (WAN side <FGT26=) 19.834%
® Internet Int #2 Fa0/i: FastEthernstoM 9.325%
@ Sauvignon Int $7 ifc7 (Slot 1 Port 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7 1.887%
® NewYork Int #2 Se0/0: Serial0/0 (Link to Atianta) 0.000%
® Denver Int #2  SeD/0: Seriallio 0.000%
Errors
Top 10 interfaces with the most errors Current top 10 errors

Interface Error

Name Number Description Rate
® Sauvignon Int #17 ife17 (Slot 1 Port: 17): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 17 86.4
® Malbec Int #23 ifc23 (Slot: 1 Port 23): Nortel Ethernet Routing Switch 5620-24T-PWR Module - Port 23 40.432%
® CiscoRSA Int #15 inside: Adaptive Security Appliance ‘inside’ interface 28.750%
® Palomino Int #2 FaOi2: FastEtherneto/2 25.000%
® Internet Int #1  Fa0i0: FastEthernstd/o (WAN side <FGT726>) 19.834%
® Internet Int #2 Fa0i: FastEthernetO/ 9.325%
® NewYork Int #1  Et0/0: EthernetOld 3.904%
® Bardolino Int $4 port4 Gigabit Copper: port4: Gigabit Copper 3.365%
® Bardolino Int #6 port6: Gigabit Copper port & Gigabit Copper 3.333%
® Bardolino Int #16 port 16: Gigabit Gopper: port 16: Gigabit Gopper 3.332%

.000%

.000%

-001%

-101%

-503%

Network status as of 2/24/2015 4:04:25 PM: DEGRADED (1.1%)

This network weather report contains information on your network’s erors, performance, and administration. Additional information on your network can

Rx

0.000%

0

0.

0.

.001%

000%

000%

.052%

Peak Daily Utilization
Tx

0.

0.

o

@

o

=]

o

000%

000%

-001%

-101%

.503%

-412%

.000%

.000%

.000%

0.

o

o

o

]

o

Rx

435% 100.000% 100.000

001%

.000%

.000%

.052%

.001%

.001%

.001%
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The "Performance” section will list the top 10 talkers and top 10 listeners.

The "Administration" section will include the number of interfaces that are operationally shut down and

administrative

ly shut down.

Network Weather Reports can be customized to include your company logo, or other text. Refer to page
125 (Configuring Email) for information on configuring the report.

Note:

except without HTML formatting.

The Network Weather Report has an attached text file that can be used to display the same data,

Performance
Top 10 interfaces with the highest daily transmission percentage Current top 10 talkers
Interface
Name Number Description

ife7 (Slot: 1 Port: 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7

ife17 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 4550GTS-PWR+ Module - Part 17

Se0/0: Serialf0 (Link to Atlanta)

# Denver SeD/0: Serial0/0

Int %2

@ Internet Int #1 Fa0/0: FastEthernetd/0 (WAN side <FG726>)

® Sauvignon Int #1

ife1 (Slot: 1 Port: 1): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 1

ife3 (Slot: 1 Port: 3): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 3

ifc48 (Slot: 1 Port: 48): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 49

® Gordeaux Int #46 4G Ethernet Interface

Int #10007 FaQ/T: FastEthernetd/7 (Connection to Denver)

Top 10 interfaces with the highest daily receive percentage Current top 10 listeners

Interface
Number

Name

Description

Int #2 Se/0: Serial0/0

ifc7 (Slot: 1 Port: 7): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 7

® NewYork

Int #2  Sel/D: Serial0/D (Link to Atlanta)

non Int #17 ifcl7 (Slot: 1 Port: 17): Avaya Ethernet Routing Switch 48506 TS-PWR+ Module - Port 17

ernet Int ¥1 Fa0/: FastEthernetd/d (WAN side <FG726>)
ife3 (Slot: 1 Port: 3): Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 3

ifc1 (Slot: 1 Port: 1) Avaya Ethernet Routing Switch 4850GTS-PWR+ Module - Port 1

ifc40 (Slot: 1 Port: 49): Avaya Ethernet Routing Switch 4850GTS-PWR+ Madule - Port 49

® Bordeaux Int $46 46 Ethernet Interface
® Denver  Int #1  EX00: Ethernet0n
Administration

Error
Rate

o

o

-

™

o

-000%

-000%

.863%

«537%

-000%

Error
Rate

0.

0.

-

o

000% 100.000% 100.

-537%

Peak Daily Utilization
Tx

100.

100.

3

-101%

35,

052%

-112%

-112%

-112%

Peak Daily Utilization

-

Tx

-101%

.203%

-

Rx

000%

052%

.112%

-112%

-1123%

Your network has 637 interfaces that are operationally shut down. These interfaces are available for additional nodes. When this number drops too low,
you should consider purchasing additional switch interfaces to make sure you can continue to add to your network. View current Operationally down

interfaces.

‘Your network has 9 interfaces that are administratively shut down. These interfaces have been disabled by the network administrator, and will not

function if a node is connected. View current Administratively shut down interfaces

If you have questions related to PathSolutions’s sales, please contact Sales@PathSolutions.com

If you have technical support issues relating to any of PathSolutions's products, please contact Supporti@PathSolutions com

TotalView 6.0 (6436) Copyright €2008 PathSolutions, Inc.
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Using the Configuration Tool

The Configuration Tool is used to change the general configuration options of the product as well as add
or remove devices from monitoring.

Running the System Monitor Configuration Tool

To run PathSolutions’ TotalView Configuration Tool, select "Start", choose "Programs", point to
"PathSolutions”, then choose "TotalView", and then select "Config Tool".

If you have not yet entered your subscription information, you may be presented with the following dialog
upon starting the program:

4% TotalView Confi

Financials I TETR I Alerts
License Devices I Output I Email I Palling I Threshelds I Favortes WAN

— Subscription
Customer Mumber:

|987623

Customer Location:
|LAB

Contact Name:
|Ruby Rojas
Contact Phone:
|4D8-505-8354
Cortact Email:
Imbmjas@gemstunes.cum
MAC Address:
|78-2bcb-b6-d7-d6

TotalView
Path Solutions

wan. PathS alubions. com

Change/validate License

Licensed for: 0 irterfaces

Console v6.0.6424.0 Copyright 2015
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Enter your subscription information and then click “Change/Validate License” to validate the license and

continue.

You should see the PathSolutions’ TotalView Configuration Tool license window:

Syslog

Financials I
License

TotalView
Path Solutions

gy, PathS olutions. com

Console v6.0 64240 Copyright 2015

Devices I Output I Email

| TFTP
| Poling | Thresholds |

required for validation.

Custamer Murber;

Enter vour license information. Al fields are

Cuztomer Location:

Change/validate License

Licensed far:

0 interffaces

Use this page to validate and/or change your subscription information on your License.

— Subscription
Customer Number: IL-‘:"-E
|58?523 Contact Marne:
Customer Location: |F|ul:|_|,| Rojas
IL.P-.E Contact Phone:
Contact Name: |408-505-5354
|F|h_||::1_.r Rojas Contact Email:
Cortact Phone: Ibe}'fDiES@gemstDnes.cnm
|408-505-8354 MAL Address:
Cier | 78-2b-ch-bE-d7-db
I"Jb'.l'TﬂJES o S Check License Cancel
MAC Address: i
|78-2b-cb-b6-d7-d6 = ——
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Adding or Removing Devices
When you select the “Devices” tab, you will see the list of currently monitored devices:

&% TotalView Configuration Tox

Financials | Syslog I TETR I Alerts I Maps I
License Devices I Output I Email | Polling I Thresholds I Favorites I WAN
Group I Mame | IP address | Int I Cﬂmmun'rtyl SHNMP | Contract =
VolP Gateways San Francisco GW 1010037100 2 public vac
VolP Gateways Santa Clara GW 10.100.36.100 2 public Vo
] Distribution Metworc Barbera 10.100.375 33 public v I
Distribution Metwords  Bardolino 101003618 27 public Ve
Digtribution Metwors  Bordeaws 152.168.202.4 115 public vac
Digtribution Metwore Cabemet 1521682023 37  public Vo E
Distribution Metwors  Chardonnay 101003654 28 public v l
Distribution Metwords  Corvina 101003661 34 public v
i Distribution Metwors  Gamay 10.100.37.2 25 public vac
Distribution Metwors  Graciano 101003640 54  public Vo
Distribution Metwors  Grenache 101003753 26 public v B
Distribution Metworde  Malbec 101003675 24  public Ve
| Distribution Metwore  Merot 101003648 32  public vac
Distribution Metwore  Muscat 101003651 48  public Vo
Distribution Metwors  Palomino 10.100.38.2 28 public v
Distribution Metworc  Pinot 101003653 28  public v
Digtribution Metwors  Riesling 10.100.36.70 37  public vac
Distribution Metwors  Sauvignon 101003620 50  publich Vo
i Distribution Metwors  Shiraz 10.100.37.3 H  public v -
1| 1] [ 3
Change... Delete. . Shitp | Shift Down |
ok | canced | pppb |
|

You can sort the list (and thus sort the order that the devices are displayed on the web pages) by clicking
on a column header.

To move switches up or down in the listing click on the switch and then click " Shift Up" or " Shift Down".
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Adding Devices
To add a device, click "Add". You will see the "Add device" dialog:

[Eroup: |"»-’|:|IF' (3 atewwans
IP address: | B . o . o . @0

! SHMP community ztring: ] |
Contract date: E Tuesday . February 24, 2015 _:_1
Cortract 10 1

Contract phone: |

Dezcription [optional): ]

F | Cancel

b

Enter the IP address and SNMP read-only community string for the device. If desired, you can also add a
description and support contract information for the device.

Click "OK" to add the device, and the system will present you with a blank dialog box so you can enter
another device.

Click "Cancel" on a blank dialog box to close the dialog and stop adding devices.

Note: All interfaces for each switch are monitored by default. You can ignore individual interfaces from
being monitored on the web interface.

Changing Device Information

To modify a device, double-click on an existing device IP address, or select the device’s IP address and
then click on "Change".

You will be presented with the Change Device dialog:

Group: |Di$tril:|uti|:|n M etwork,

IF address: Yy . oo . F . 4]

SHMP community string: ]pul:uliu: 1
Contract date: F Tuezday . February 24, 2015 _:_1
Contract 1D: 1

| 1
Contract phone: |

Dezcription [optional]: ]Barbera

(] | Cancel

The only required fields for a device are the Group, IP address, and SNMP community string fields. All
other fields are optional.
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Deleting Devices
To delete a device, click on the device and then click "Delete". You will see the "Delete device" dialog:

L — —

After deleting a device, you will be asked if you would like to prevent that device from being discovered
Again if you re-run the Quick Config Wizrd.

L — - a— — . e —

Note: Deleting a device from monitoring will not delete the previously collected graph data. You can
add the device back to monitoring and it will continue to use the same data file for graph data
storage.

Note: Any Device prevented from being re-discovered when the Quick Config Wizard runs can be
added back again by removing the device from being ignored in the SwMonlgnore.cfg file or by
adding the device to be monitored again in the SwitchMonitor.cfg file. These files can be found in
C:\Program Files (x86)\PathSolutions\TotalView. Save the file after any modification.
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Configuring Output

Select the "Output” tab. You should see the PathSolutions’ TotalView Configuration Tool output
configuration window:

Financials ] Syslog 1 TETR 1 Alerts ] Maps ]
License ] Devices Output ] Email ] Palling 1 Threshalds ] Favortes 1 WAN ]
—Webserver Options
‘Web Page Reload: |:| seconds

View Web
[T Enable web authertication  Edit Accourt | | Page

¥ Unlock Web Configuration
Recaords ta list on the Top-10tab: H}El:

Builtin Web server port number: Efﬂ'E-‘-l__J:E-‘j

(8] | Cancel

Webserver Options

The web browser should automatically refresh the web page and reload. It is advised to use the default
of 0 (zero) in the Web Page Reload field. If you do not want the web pages to reload automatically, use a
number like 300 seconds (5 minutes) or adjust as needed.

You can quickly view the web page by clicking on “View Web Page”.
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Creating Accounts with Password Security

If you want to employ account security so passwords are required to view the web pages, check the box

"Enable web authentication" and click on the button "Edit Account List" to create accounts. You should
see the "Account List" dialog:

= TotalView Config)
Financials I Syslog i TETR Alerts i Maps I
License I Devices Output i Email I Palling ] Threshalds i Favortes I WAN
—Webserver Options
‘Web Page Reload: I Dai seconds
View Web
[+ Enable web authentication: Edit Account List... | Page

¥ Unlock Web Configuration
Recaords ta list on the Top-10tab: I 11}5:

Builtin Web server port number: ! EﬂE-i___J::i

QK I Cancel Apphy

e

From this dialog, you can add accounts by clicking on the "Add Accounts" button, change account names
and passwords, or delete accounts.

-
Account list M

Account Mames
Yladinmir

Tim

Sally

ﬁnd"" Tk

b ary Change Scoount...

-

Delete Account

Ok Cancel
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Web Configuration
If the web configuration is locked, and you want to unlock it, check the box “Unlock Web Configuration”.

Financials I Syslog I TETE I Alerts I Maps I
License I Devices Output I Email I Palling I Thresholds I Favorites I WAN
—Webserver Options
‘Web Page Hﬂlnad:l DE: seconds

View Web
[~ Enable web authentication:  Edit Account List...l Fage

¥ Unlock Web Configuration
Records ta list on the Top-10tab: I 11]3:

Builtin Web server port number: I Eﬂ&d_l;

| ITI Cancel Lophy

Alternatively, if you want to “Lock” the Web Configuration to remove the “favorite” and “ignore” feature
shown in your TotalView pages, click on the “Lock Config” link shown below.

path

Path | Phones | Assessment | MOS IDENErR Favorites | Issues | Health | Top-10 | WAN | Interfaces | Tools

Dévice Summary << > @ fealty @ Swovcesod ey @ lssue ¥ Comm =0 CEEESITN pvepnry [Inventory ] Description J Support] [ Uptime]

03I Services
: p #

Device Device Manage of Oper Oper Admin

Name IP Address Device 1234567 Int Up Down Down Location Contact
® Muscat 10.100.36.51 Telnel 55H Web HTTPS o @ 48 & 42 0  SantaClara, CA Tim Titus
Interface Summary << >> [Details ] Poll | COPILLDP [ttt

Interface P lgnore Devices connected to

Number Favorite Address Description Int this switch port

Int £1 Favorite 10.100.36.51 ifc1 (Slot 1 Port: 1): Mortel Ethernet Switch 470-48T Module - Port 1 (Tims Office) lgnore

Page 144



PathSolutions TotalView

Records to list on the Top-10 tab

The number of interfaces displayed on the Top-10 tab can be adjusted by increasing or decreasing the
Top-10 Value.

Built-in Web/WAP Server Port Number

If you are using the integrated Web server to serve pages, you can specify the port that the program
should use. You should choose a port that is unused on your system or the service may not be able to
use that port.

If you select a port and then apply the changes by clicking on "Apply" or "OK", and the server does not
respond on that port, check the application event log to determine if there may be a port conflict.

Financials ] Syslog ] TETE 1 Alerts ] Maps ]
License ] Devices Output 1 Email ] Palling 1 Thresholds ] Favorites ] WAN ]
Webserver Options
‘Web Page Reload: DEl: seconds

Wiew Web
[~ Enable web authertication; Edit Account | | Fage

¥ Unlock Web Corfiguration
Records tao list on the Top-10tab: 1EE|:

Builtin Web server port number: EES—_IZ:I

QK | Cancel Apphy
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Configuring Email
Select the "Email" tab. You should see the Configuration Tool email configuration window:

j@ TotalView Configuration

« Financials ] Syslog ] TETE ] Alerts ] Maps ]
License ] Devices ] Qutput Email l Palling ] Thresholds ] Favorites ] WAN ]

Mail Server IP Address: |1 0.100.46.3
{or DMS name)

Bxample: mail compary com
¥ Send daily network "Weather Report”

The Weather Report” can help you keep track of your network health on a daity basis.

Send to: |r|.|b1_.rrojas (E'gemstones.com Test
Bxample: jdoe@hotmail com, flbi@aol com

| Send from: |repu:urts @pathsolutions.com
Bxample: noc@company .com

This report can be customized to include specific information, Exit Bt
or simply provide an overview of general heatth. =

Send Report Mow ‘

QK | Cancel Apphy

he

This dialog allows you to change information relating to the network "Weather Report".
If you want to receive a daily network Weather Report, check the Send daily Network Weather Report
box.

You must enter an Internet SMTP email address that the report should be sent from and an Internet
SMTP email address that the report should be sent to.

If you want reports to be sent to multiple users on the network, enter the user names here separated by a
semicolon, comma, or space.

You must also enter your SMTP relay server IP address. This address can be your SMTP mail Internet
gateway server's IP address (depending on your mail server configuration). If you are uncertain, check
with your email server administrator. Appendix C contains additional information on SMTP relay server

configuration.

Click "Test" to send a test email to all users listed.
If you want to modify the network Weather Report, click "Edit Report". You will be able to modify the

default report to include your company logo, custom information, or shrink the email to display only the
information you are interested in.

Note: The report uses MIME encoding to allow email readers to respect the content as HTML formatted
content. If you need assistance with modifying this report, and do not understand MIME
encoding, refer to the IETF's RFC1521 (www.ietf.org) or contact PathSolutions technical support
for assistance.
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%%

%DATE%

%TIME%
%URL-HOME%
%URL-GRAPHICS%
%ISSUES%
%ISSUES*%
%STATUS-ERR%
%STATUS-UTIL%
%STATUS-RESULT%
%STATUS-COLOR%
%IFSTATUS-GOOD%
%IFSTATUS-DEGRADED%
%TOPCOUNT%
%TOPERRORS%
%TOPERRORS*%

%URL-TOPERRORS%
%TOPTRANSMITTERS%

%TOPTRANSMITTERS*%

%URL-TOPTRANSMITTERS%

%TOPRECEIVERS%
%TOPRECEIVERS*%

%URL-TOPRECEIVERS%
%TOPLATENCY%

%TOPLATENCY*%
%URL-TOPLATENCY%

%TOPJITTER%
%TOPJITTER*%

%URL-TOPJITTER%

%TOPLOSS%
%TOPLOSS*%

%URL-TOPLOSS%
%TOPTALKERS%
%TOPTALKERS*%

%URL-TOPTALKERS%

The following objects can be included in the report:

This will output a single "%" sign

Current date

Current time

URL to the System Monitor home page

URL pointer to the graphics directory (this can be re-directed to
an Internet location)

Text table showing the interfaces that are currently over the
utilization rate or over the error rate

HTML table showing the interfaces that are currently over the
utilization rate or over the error rate

Error rate threshold

Utilization rate threshold

Current status: Good or Degraded

HTML color green if the status is Good, or the HTML color red if
the status is degraded

If the current status is 'Good', then the text following will be
parsed and displayed up until %ENDIF%

If the current status is 'Degraded’, then the text following will be
parsed and displayed up until %ENDIF%

Number of interfaces that are configured to be displayed in the
"Top X' lists (Top 10 Errors, etc.)

Text table showing the interfaces that have the highest error
rates

HTML table showing the interfaces that have the highest error
rates

URL pointer to the current top errors web page

Text table showing the top 10 interfaces with the most data
transmitted by utilization percentage

HTML TABLE showing the top 10 interfaces with the most data
transmitted by utilization percentage

URL pointer to the current top transmitters web page

Top 10 Interfaces with Highest Daily Received Rates Sorted by
Utilization

HTML table showing Top 10 Interfaces with Highest Daily
Received Rates Sorted by Utilization

URL pointer to the current top receivers web page

Top 10 Devices with the Highest Daily Latency Sorted by
Latency

HTML table showing Top 10 Devices with the Highest Daily
Latency Sorted by Latency

URL pointer to the current top 10 Devices with the Highest Daily
Latency

Top 10 Devices with the Highest Daily Jitter Sorted by Jitter
HTML table showing Top 10 Devices with the Highest Daily Jitter
Sorted by Jitter

URL pointer to the current top 10 Devices with the Highest Daily
Jitter

Top 10 Devices with the Highest Daily Loss Sorted by Loss
HTML table showing Top 10 Devices with the Highest Daily Loss
Sorted by Loss

URL pointer to the current top 10 Devices with the Highest Daily
Loss

Text table showing the interfaces that have the highest
transmission rates by kilobit

HTML table showing the interfaces that have the highest
transmission rates by kilobits

URL pointer to the current top talkers web page
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%TOPLISTENERS%
%TOPLISTENERS*%

%URL-TOPLISTENERS%
%ADMINDOWN%

%ADMINDOWN*%
%ADMINDOWN#%
%URL-ADMINDOWN%
%OPERDOWN%
%OPERDOWN*%

%OPERDOWN#%
%URL-OPERDOWN%

Text table showing the interfaces that have the highest reception
rates

HTML table showing the interfaces that have the highest
reception rates

URL pointer to the current top listeners web page

Text table showing the interfaces that are currently
administratively shut down

HTML table showing the interfaces that are currently
administratively shut down

Total number of administratively shut down interfaces

URL pointer to the current admin down web page

Text table showing the interfaces that are currently operationally
shut down

HTML table showing the interfaces that are currently
operationally shut down

Total number of operationally shut down interfaces

URL pointer to the current oper down web page

Note:

Do NOT put a period "." on its own line anywhere in this file.
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Favorites
Specific interfaces can be grouped together for viewing in the Favorites tab in TotalView.

Use the Favorites tab below and click on the “Add” button to add the IP Address and Interface Number.
You can also “Change” or “Delete” any interface in this list as needed. Use the Shift or Shift Down
Button to sort the list in the order you would like to view them.

Financials I Syslag I TETP I Alerts | Maps
License | Devices I Output I Email | Puolling I Thresholds Favortes | WAN
P address | It # |
10.100.37.1 1
10.100.36.100 2
I 10.100.36.4 1 I

Delete.. shiftUp | | Shitt Down |

E ok | Cancd | meply |
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WAN
The WAN tab can include any interface desired.

Use the WAN tab below and click on the “Add” button to add the IP Address and Interface Number. You
can also include the Provider, Circuit ID, Support Phone, Monthly Cost, Expiration Date any Notes about
a device to display on your WAN page.

Any interface on this page can be “Changed” or “Deleted” as needed. Use the Shift or Shift Down
Button to sort the list in the order you would like to view them.

Financials I Syslog I TETP I Alerts I Maps |
License | Dievices I Output I Email | Palling I Thresholds I Favortes WAN
IP address | Int # | Provider | GircuitlD | Support Phone | Monthiy Cost | Expiration | Motes |
I IP address: {10,100.36.60 Derwer) | I
Interface number: |D :I
Provider: Il:able One ‘
Circuit 1D: [Cwram Bas1-331130
Support phone:  |408-555-3242 i
Morthly cost: — [1452.00
| Evpiration date: [ 5/22/2015 |
MHotes:
||
K I Cancel |
L
| Delete.. | ShitUp | | Shift Down |
- ok | Cancel | mopy |
I
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Configuring Polling Behavior
Use the Configuration Tool and Select the "Polling" tab. You should see the polling configuration window:

' 2% TotalView Configuration Tox
e

Financials ] Syslog ] TETF ] Alerts ] Maps ]
License ] Devices ] Output ] Email Palling l Threshaolds ] Favarites ] WAN ]

Polling Frequency

Poll devices eveny !3: hours 53: minutes DE: seconds

| Mote: I polling frequency is changed, all previous graph statistics will be erased.

Polling Options
Declare a poll as failed if it does not receive a response within 5[:'[:'[:'3: miliseconds

Paoll device retries 33:

[v Ignore emor calculations on VLAM intefaces |
[ lgnore Unknown Protocol Emors on interfaces

Use |50 3: threads for polling information from intefaces

Polling Type

Weelkly, morthly, and yeary graph {* Peak values during perod

values are calculated as: " Average of all values during period

Mote: I polling type is changed., all previous graph statistics will be erased.

" QK | Cancel Apphy

PathSolutions’ TotalView is very 'network friendly', and makes every attempt to prevent flooding the
network with requests. One minimum sized SNMP packet is sent per interface.

Configuring the Polling Frequency
You will want to select how often the program should poll each interface.

The default is 5 minutes. Less frequent polls will decrease the traffic on your network; however it will not
provide you with as granular information on utilization and error rates.

Note: If you change the polling frequency, all historical utilization information (daily, weekly, monthly,
and yearly graphs) will be erased when you click “OK”, or “Apply”.

Note: Itis very important to make sure you do not poll your devices too often, as this can add to
network overhead. In general, you should poll your interfaces every 5 minutes.

Polling Options

PathSolutions’ TotalView will need to know how long to wait for a response before declaring an individual
poll as failed. The default is 3000ms (3 seconds). If you have a network that has extremely high
latencies you may choose to increase this number. If you want PathSolutions’ TotalView to declare a
device as failed if it does not respond within a smaller response window you can adjust this number
down.
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VLAN Interfaces

For some switch manufacturers, VLAN interfaces report anomalous errors. If you do not want the error
rate of VLAN interfaces calculated, check the “Ignore error calculations on VLAN interfaces” box. The
VLAN interface will still be listed, but it will not become an “issue” listed under the “Issues” tab.

Ignoring Unknown Protocol Errors

Devices will increment the “Inbound Unknown Protocols” error counters on interfaces if strange protocols
are received. This is typically when network adapters receive IPX, AppleTalk, or Cisco Discovery
Protocol (CDP) broadcasts from devices. These packets can be perceived as errors since they may be
unwanted protocols on the network, or the network administrator may view these as valid packets that
were successfully delivered although are of no use to the recipient device. Check this box if you do not
want to regard Inbound Unknown Protocols as errors.

Polling Threads

PathSolutions’ TotalView uses 20 threads for polling devices for SNMP information. If you have a faster
computer, you may choose to increase this number. If you have a slower computer, and PathSolutions’
TotalView is utilizing 100% of the system’s CPU during a polling cycle, you may get better performance

by reducing this number. This will cause less thread overhead in the system.

Polling Type

The daily polling information is summarized to the weekly graph, the weekly graph is summarized to the
monthly graph, and the yearly graph is summarized to the yearly graph.

The mechanism used for summarization can be configured to maintain the average utilization during the
period or the peak values during the period.

Typically, knowing how often an interface reached peak utilization is more valuable than averaging, as the
average utilization information loses its granularity through the averaging process.

Note: If you change the polling frequency, all historical utilization information (daily, weekly, monthly,
and yearly graphs) will be erased when you click “OK”, or “Apply”.
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Configuring Thresholds

Select the "Thresholds" tab. You should see the TotalView Configuration Tool thresholds configuration
window:

Financials ] Syslag ] TETP 1 Alerts ] Maps ]
License ] Devices ] Output ] Email ] Puolling Thresholds ] Favorites ] WAN ]
r Threshold Levels

TotalView tracks utilization and emor rates for each monitored inteface on your networl.

To help you quickly determine if your network is healthy, you can set the thresholds for emor rates
and utilization.

An interface will be flagged with a red indicator if it exceeds ether of the below threshold levels:

An emor rate greater than EE: percent
N -ar-

A peak utilization rate greater than E'DE: percent

ITI Cancel ‘ Apply

L _ T &

If an interface has an error rate higher than 5%, network status will be changed to 'Degraded'.

If an interface has a peak utilization rate (transmitted or received) over 90%, network status will be
changed to ‘Degraded'.

These numbers can be adjusted to suit your specific network environment, and your tolerance for errors.

When you are finished making changes, click "OK" to apply changes and exit the configuration tool.
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Enabling the Syslog Server

The system has a built in syslog server to receive and organize syslog messages received from network
devices:

License I Devices I Cutput i Email I Palling I Thresholds I Favartes i WAN
Financials Syslog I TFTP ] Alerts I Maps
v Enable Syslog server
IF address I Facil'rtyi Sever'rt'_.ri Ernaill Search string
101003625 4 1 gal... change status to
||
L] a4 | 10 | »
Add ll Change... ” Delete... l
QK Cancel Apphy
== — — = f{.

To enable the syslog server, check the box “Enable Syslog Server”.

Syslog messages will be captured and be visible from the web pages. Click on the “Syslog” link to the
right of “Telnet” and “Web” to view the received syslog messages from each device.

Note: You will have to configure each of your network devices to send their syslog messages to the
PathSolutions’ TotalView server.

Page 154



PathSolutions

TotalView

You can add alerting for syslog messages by clicking on the “Add” button. You should see the following

dialog:

Add syslog alert

S

Email address: |ruhyrnias@gemstanes.carr]

IF address; |,.f_-.,n_.,.

Facility: Ary |=

Severity: Aoy v

=]

Search sting: |ht

Test shing: |hit

Test result; |M atch found

k. Cancel

If you enter the search string with a regular expression, you can then enter a test string and see if it

matches.

Enter the email address that should receive the alert, the IP address where the syslog message should
come from, the facility number (or “Any” if it could be any facility number) the Severity number (or “Any”),
The Search String, The Test String, to view the Test Result.

The Syslog matching capability is ECMAScript compatible.

Facility Levels

A facility level is used to specify what type of program is logging the message. This lets the configuration
file specify that messages from different facilities will be handled differently.[4] The list of facilities
available: (defined by RFC 3164)

Facility Number Keyword Facility Description

0 kern

1 user

2 mail

3 daemon
4 auth

5 syslog

6 lpr

7 news

8 uucp

9

10 authpriv
11 ftp

12 -

13 -

kernel messages

user-level messages

mail system

system daemons
security/authorization messages
messages generated internally by syslogd
line printer subsystem

network news subsystem

UUCP subsystem

clock daemon
security/authorization messages
FTP daemon

NTP subsystem

log audit
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14 - log alert

15 cron clock daemon

16 local0 local use 0 (local0)
17 local1 local use 1 (local1)
18 local2 local use 2 (local2)
19 local3 local use 3 (local3)
20 local4 local use 4 (local4)
21 local5 local use 5 (local5)
22 local6 local use 6 (local6)
23 local7 local use 7 (local7)

The mapping between Facility Number and Keyword is not uniform over different operating systems and
different syslog implementations. For cron either 9 or 15 or both may be used. The confusion is even
greater regarding auth/authpriv. 4 and 10 are most common but 13 and 14 may also be used.

Severity Levels

RFC 5424 defines eight severity levels:

Code Severity Keyword Description General Description
emer System is A "panic" condition usually affecting multiple
0 Emergency "9 y apps/servers/sites. At this level it would usually notify
(panic) unusable.
all tech staff on call.
Action must be Should be corrected immediately, therefore notify staff
1 Alert alert taken who can fix the problem. An example would be the
immediately. loss of a primary ISP connection.
Should be corrected immediately, but indicates failure
2 Critical crit Critical conditions. in a secondary system, an example is a loss of a

backup ISP connection.

Non-urgent failures, these should be relayed to
3 Error err (error) Error conditions. developers or admins; each item must be resolved
within a given time.

Warning messages, not an error, but indication that an

4 Warnin warning  Warning error will occur if action is not taken, e.g. file system
9 (warn) conditions. 85% full - each item must be resolved within a given
time.
Events that are unusual but not error conditions - might
Normal but . : - .
. . L be summarized in an email to developers or admins to
5 Notice notice significant . ; : .
" spot potential problems - no immediate action
condition. .
required.
. Normal operational messages - may be harvested for
. : Informational i ; .
6 Informational info reporting, measuring throughput, etc. - no action
messages. .
required.
7 Debug debug Debug-level Info useful to Qeveloper§ for debugging the application,
messages. not useful during operations.
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ECMASCcript regular expressions pattern syntax

The following syntax is used to construct regex objects (or assign) that have selected ECMAScript as its
grammar.

A regular expression pattern is formed by a sequence of characters.

Regular expression operations look sequentially for matches between the characters of the pattern and
the characters in the target sequence: In principle, each character in the pattern is matched against the
corresponding character in the target sequence, one by one. But the regex syntax allows for special
characters and expressions in the pattern.

Special pattern characters

Special pattern characters are characters (or sequences of characters) that have a special meaning when
they appear in a regular expression pattern, either to represent a character that is difficult to express in a
string, or to represent a category of characters. Each of these special pattern characters is matched in the
target sequence against a single character (unless a quantifier specifies otherwise).

|characters|| description || matches |
|. ||not newline ||any character except /ine terminators (LF, CR, LS, PS). |
|\t "tab (HT) ||a horizontal tab character (same as \u0009). |
|\n ||new|ine (LF) ||a newline (line feed) character (same as \u00O0A). |
|\v ”vertical tab (VT) ||a vertical tab character (same as \u000B). |
[\£ |[form feed (FF) || form feed character (same as \u000cC). |
\r carriage return a carriage return character (same as \u000D).

(CR)

a control code character whose code unit value is the same as the
remainder of dividing the code unit value of letter by 32.

For example: \ca is the same as \u0001, \cb the same as \u0002,
and so on...

\cletter control code

a character whose code unit value has an hex value equivalent to the
\xhh ASCII character [|two hex digits hh.
For example: \x4c is the same as I, or \x23 the same as #.

a character whose code unit value has an hex value equivalent to the

\uhhhh —Jlunicode character lc, o digits hhhh.

|\0 ”null ||a null character (same as \u0000). |

\int backref the result of the submatch whose opening parenthesis is the int-th (int

ackreference shall begin by a digit other than 0). See groups below for more info.
|\d ||digit ||a decimal digit character (same as [[:digit:]]). |
. any character that is not a decimal digit character (same as

\D not digit [~[:digit:]1]).

|\s ||whitespace ||a whitespace character (same as [[:space:]]). |

\s not whitespace arly f:haracte.r that is not a whitespace character (same as
[*[:space:]]).

|\w ||word ||an alphanumeric or underscore character (same as [_[:alnum:]]). |

\W not word any character that is not an alphanumeric or underscore character

(same as [*_[:alnum:]]).

the character character as it is, without interpreting its special
meaning within a regex expression.

Any character can be escaped except those which form any of the
special character sequences above.

\character ||character
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| || ||Neededfor:A$\.*+?()[]{}I |

|[c/ass] ”character class ”the target character is part of the class (see character classes below) |

negated character||the target character is not part of the class (see character classes
class below)

[~class]

Notice that, in C++, character and string literals also escape characters using the backslash character (\),
and this affects the syntax for constructing regular expressions from such types. For example:

std::regex el ("\\d"); // regular expression: \d -> matches a digit
character
std::regex e2 ("\\\\"); // regular expression: \\ -> matches a single

backslash (\) character

Quantifiers
Quantifiers follow a character or a special pattern character. They can modify the amount of times that
character is repeated in the match:

|characters|| times || effects |
|* ||0 or more ||The preceding atom is matched 0 or more times. |
|+ ||1 or more ||The preceding atom is matched 1 or more times. |
|? ||0 or1l ||The preceding atom is optional (matched either O times or once). |
|{int} ||int ||The preceding atom is matched exactly int times. |
|{int, } ||int or more ||The preceding atom is matched int or more times. |

between min and The preceding atom is matched at least min times, but not more
max than max.

By default, all these quantifiers are greedy (i.e., they take as many characters that meet the condition as
possible). This behavior can be overridden to ungreedy (i.e., take as few characters that meet the
condition as possible) by adding a question mark (?) after the quantifier.

For example:

Matching "(a+).*" against "aardvark" succeeds and yields aa as the first sub match.

While matching "(a+7?).*" against "aardvark" also succeeds, but yields a as the first sub match.

{min,max}

Groups
Groups allow applying quantifiers to a sequence of characters (instead of a single character). There are
two kinds of groups:

| characters || description || effects

|
|(subpattern) ||Group ||Creates a backreference. |
|

|(? :subpattern) ||Passive group”Does not create a backreference.

When a group creates a backreference, the characters that represent the subpattern in the target
sequence are stored as a submatch. Each submatch is numbered after the order of appearance of their
opening parenthesis (the first submatch is number 1; the second is number 2, and so on...).

These submatches can be used in the regular expression itself to specify that the entire subpattern
should appear again somewhere else (see \int in the special characters list). They can also be used in
the replacement string or retrieved in the match results object filled by some regex operations.

Assertions
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Assertions are conditions that do not consume characters in the target sequence: they do not describe a
character, but a condition that must be fulfilled before or after a character.

| characters || description || condition for match
A Beginning of line Elther it is the beginning of the target sequence, or follows a line
terminator.
s End of line E|ther it is the end of the target sequence, or precedes a line
terminator.
The previous character is a word character and the next is a non-
word character (or vice-versa).
b A
\ Word boundary Note: The beginning and the end of the target sequence are
considered here as non-word characters.
The previous and next characters are both word characters or
\B Not a word both are non-word characters.
boundary Note: The beginning and the end of the target sequence are
considered here as non-word characters.
(?=subpattern) Positive The characters following the assertion must match subpattern, but
lookahead no characters are consumed.
(2 1subpattern) Negative The characters following the assertion must not match subpattern,
lookahead but no characters are consumed.
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Alternatives
A pattern can include different alternatives:

|character||description|| effects |

|I ||Separator ||Separates two alternative patterns or subpatterns.|

A regular expression can contain multiple alternative patterns simply by separating them with the
separator operator (|): The regular expression will match if any of the alternatives match, and as soon as
one does.

Subpatterns (in groups or assertions) can also use the separator operator to separate different
alternatives.

Character classes

A character class defines a category of characters. It is introduced by enclosing
its descriptors in square brackets ([ and ]).

The regex object attempts to match the entire character class against a single
character in the target sequence (unless a quantifier specifies otherwise).

The character class can contain any combination of:

¢ Individual characters: Any character specified is considered part of the class (except )\, [, ] and -,
which have a special meaning under some circumstances, and may need to be escaped to be
part of the class).
For example:
[abc] matches a, b or c.
[*xyz] matches any character except x, y and z.

o Ranges: They can be specified by using the hyphen character (-) between two valid characters.
For example:
[a-z] matches any lowercase letter (a, b, ¢ ... until z).
[abc1-5] matches either a, b or c, or a digit between 1 and 5.

o POSIX-like classes: A whole set of predefined classes can be added to a custom character
class. There are three kinds:

| class || description || notes
Uses the regex traits' isctype member with the appropriate
. . 1||character -
[:classname: ] class type gotten from applying lookup classname member on
classname for the match.
[ .classname. ] collating Uses the regex traits' lookup collatename to interpret
sequence classname.
character Uses the regex traits' transform primary of the result of
[=classname=] . regex_traits::lookup collatename for classname to check for
equivalents matches

e The choice of available classes depends on the regex traits type and on its selected locale. But
at least the following character classes shall be recognized by any regex traits type and locale:

class description equivalent (with regex traits, default
locale)
[[:alnum:] |lalpha-numerical character |isalnum
| [:alpha:] ||a|phabetic character ||isaIQha
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|[:blank: ] ||b|ank character ||isb|ank
|[:cntrl: ] ||contro| character ||iscntr|
| [:digit:] ||decima| digit character ||isdigit

Lroranh ) | entation Isgraph
| [:lower:]) ||Iowercase letter ||M |
[[:print:] |[printable character |[isprint |
| [:punct:] ||punctuation mark character ||isgunct |
| [:space:] ||whitespace character ||isspace |
| [:upper:] ||uppercase letter ||isugger |
|[:xdigit:]||hexadecimal digit character |lisxdigit |
| [:d:] ||decima| digit character ||@gl_t |
|[:w:] ||word character ||isa|num |
| [:s:] ||whitespace character ||isspace |

o Please note that the brackets in the class names are additional to those opening and closing the

class definition.

For example:

[[:alpha:]] is a character class that matches any alphanumeric character.
[abc[:digit:]] is a character class that matches a, b, ¢, or a digit.

["[:space:]] is a character class that matches any character except a whitespace.

o Escape characters: All escape characters described above can also be used within a character
class specification. The only change is with \b, that here is interpreted as a backspace character
(\u0008) instead of a word boundary.

Notice that within a class definition, those characters that have a special meaning in the regular
expression (such as *, ., $) don't have such a meaning and are interpreted as normal characters
(so they do not need to be escaped). Instead, within a class definition, the hyphen (-) and the
brackets ([ and ]) do have a special meaning under some circumstances, in which case they
should be escaped with a backslash (\) to be interpreted as normal characters.

Character classes’ support depends heavily on the regex traits used by the regex object: the regex
object calls its traits's isctype member function with the appropriate arguments. For the standard
regex_traits object using the default locale, see cctype for a classification of characters.
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Enabling the TFTP Server
The system can receive TFTP files from network devices via the built-in TFTP server:

License I Devices I Cutput I Email | Palling I Thresholds I Favartes I WAN
Financials I Syslog TETF I Alerts I Maps

TFTP Directary: IC:\F‘mgmm Files (86 PathSolutions™ TotalView \TFTP Browse

I 0K |  Cancel Apply ||

You can enter a different directory where the TFTP files are saved/retrieved from if desired.
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Enabling Alerting
The system can generate alerts if interfaces change status or exceed set levels of utilization or errors:

F B
4% TotalView Configuration Tool EI_M
License I Devices I Cutput Email | Palling I Thresholds I Favartes I WAN
Sydog | TFTP Alerts |  cor | Map
IP address | Int# | Email | 7% | B | Er | Status |

Ay Any Int  sptoner@pathsolutions .com, salyptoner@gmail com 10 Maone
] m P
Change... Delete. ..
oK Cancel | Apply

You can add alerting for interfaces by clicking on the “Add” button.
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You should see the following dialog:

[ Add alest -

E mail address; ||

D eszcription: |
IF address: |,.-:-.'r-,_.r. j
Alert Type: " Device Communications Failure

(™ Cizzco CPU Utilization |20 El 2

(" Cisco free BAM 4036 bytes
" MOS score m
~
~
~

Ay Interface
1]

Interface Type |Dther J |0
r lm percent utilized
lm percent utilized
= lm percent packet lozs

Statuz Change: | Home J

=

Cancel

Enter the email address that should receive the alert, the IP address of the device and the interface
number. Alternately, you can select Interface Type and choose the interface type from the drop-down or
select “other” to enter additional interface types.

Enter Comm Fail if you want to receive an alert if the device cannot be communicated with or “Any if you
want to receive the alert if any interface on the device exceeds the threshold.

You should check the box for Utilization, Error percentage, or Status change if you want these variables
to trigger an alert or not.
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POE Alerting

If you want to know if any PoE enabled device is connected or disconnected from your network select the
“Status Change” PoE change option from the drop down box. You can track when and where VolP
phones are moved, rogue access points are connected to the network, or when VolP phones are
disconnected from the network to help track phone theft.

[ Add alert e |

Email address: |sally@paths::nlutin:nns.c:n:|m

Dezcription: |F'EIE Alert

P address: |Distri|:|uti|:|n Metwork, ﬂ
SEREEE " Device Communications Failure

Cizco CPU Utilization |20 El X

Cizca free BAK (4096 bytes
a4 3

~
~
~
o Apy Interface
~
~

Interface Mumber |0

Interface Type ||:|ther J |EI

percent utilized

[ Tx Utilization:

[ B Utilization: percent utilized

L.

[ Enmor percentage: percent packet lozs

Statuz Change: |I:I|:|erai|:|nal change j

Hone
DEeraiDnaI chanie OF. | Cancel
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Group Alerting

The new group alerting allows you to set up an alert for devices in a group. For example, if you want to
know when any devices in the “Edge Network” group have an interface with high utilization. Just choose
the group in the drop-down box.

[ Add alert ——

E mail address: |sally@pathsu:ulutinns.u:nm

Dreszcription: ]Grnup Alert

IF address: |EE|EIE M ebwrk L]
SlEll e " Device Communications Failure

Cizco CPU Utilization |50 El ¥

Cizco free Bab 40596 bytes
I = |34 3

~
~
~
* Any Interface
~
~

Interface Murmber (0

|nterface Tope ||:|ther J |EI

percent utilized

[ Tx Utilization:

[ Rx Utilization: T percent wtilized

L.

[ Error percentage: percent packet lozs

Statuz Change: |I:I|:|erai|:|nal change j

Mone

Dperaional change Cancel
|PoE change |
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Configuring the Network Map

To create interfaces that display on the network map, use the coordinates displayed in the lower right
corner of the map and enter them in the Configuration Tool to determine the end points for your network
links. To zoom in and out on the map, use the * and — features at the top left of the screen. To pan, use
your curser in the center of the screen to move around.

Audible alerts play when links or devices go down so you can know what’s happening immediately and
start to remedy the problem.

path

[UETV| Path | Phones || Assessment | MOS | Devices || Favorites | Issues | Health | Top-10 | WAN || Interfaces | Tools

Qverview QRETIM San Francisco | Los Angeles Detsch

e

Maddson Bay

Atlantic

State is up to date Erra il
Toid oing ns Ferpelual Licenee, hensed for 1000 miertaces m%

Y coordinates
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Open the Configuration Tool and add a Map on the left hand side. Click on Add, create a Map Name and
then select a Background pic from your TotalView Graphics folder. Multiple Maps can be created. Then
use the right hand side to enter the interfaces and include the XY coordinates to monitor.

F ™
?;E TotalView Configuration Tool I
License I Devices I Cutput I Email I Palling I Thresholds I Fav?_lj?fef ______ I _______ W AN ________ |
Financials I Syslog I TFTP I Alerts Maps :

IPaddress | Type | Int # | Start | End -~
10100371 Link 1015, 260 1015, 110
10100371 Link 1420, 110 1420, 260
192.168.201.1 Link 1145,275 1280, 275

San Francisco

m

Link; 1145, 300 1230, 300 5
Link 1790, 375 635,375
Link: 1015, 335 1015, 475
Link; 1420, 335 1420, 475
Map Mame: | Link 1080, 555 1350, 555
4 Link 1020, 320 1350, 520
B ackground: I Link 1015, 650 665, 650
Link; 1015, 650 665, 670
Ok Link; 1015, 650 665, 815
Link 1015, 650 665, 340
%4 Link 1420, 650 665, 690
10.100.37.2  Link 1420, 650 665, 705

10100372 Link
10100372 Link
101003678 Link
1010036428 Link
10.100.36.51  Link

AR ARn me ey -

Add... I Change... | Delete. .. | UpdateMapl

ok | Canced | sepb |

1420, 650 665, 835
1420, 650 665 875
1420, 650 1700, 660
1015, 650 1700, 850
1015, 650 1015, 500 =

S L ol Pt L T T

1N-FI-NL\3E-F-E-§-—“JNU1¢!N—‘N—‘—‘N—‘

Add | Edt |Delete| « |+

To add an object click “Add”. You should get the add map line dialog:

For a link connection between coordinates, choose “Link” and then the IP address of the device and then
enter the interface number that should be updated. Then enter the Line Start X and Y coordinate and the
Line End X and Y coordinate.

F o
Add map line [
I s [ ~ |

Type: & Link " Ping
|nterface: 0 :

Line start; b IEI i IEI
Line end: S ID it IU

]S I Cancel
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For a Ping point, choose “Ping” and then enter the Line Start X and Y coordinates. This represents that
the Device can be pinged and will display as a green dot (can ping), a red dot (cannot ping), or a black
dot (device is down).

F N
Add map line [

IP address: | -]
Type: Lk Ping

Interface: 0 :

Line start (i vell[i]

Line end: % |0 v |0

]S I Cancel

When finished adding Links and Ping Points clilck on the “Update Map” button to view your
results.

License I Devices I Output I Email I Palling I Thresholds I Favortes | WAN |

Financials I Syslog I TFTF I Alers Maps
Paddes= | Twe | k& [ Start [ End A
Config 10100371  Link 1015.260 1015, 110

San Francisco

Los Angeles 10.100.37.1 Lirk

152.168.201.1 Link
10.100.3660  Link
10100375 Link
10100383 Link
10.100.365  Link
10.100.36.18  Link

1420, 110 1420, 260
1145, 275 1280, 275
1145, 300 1230, 300
1790, 373 635,375
1015, 335 1015, 475
1420, 335 1420, 475
1080, 555 1350, Bhb

m

1921682024 Link 1080, 520 1350, 520

10.100.37.16  Link 1015, 650 665, 650

10.100.37.16  Link 1015, 650 665, 670

1921682023 Link 1015, 650 665, 815

1921682023 Link 1015, 650 665, 240

10.100.36.54  Link 1420, 650 665, 630

10.100.37.2  Link 1420, 650 665, 705

10100372 Link 1420, 650 665, 885

10100372 Link 1420, 650 665, 875

101003675  Link 1420, 650 1700, 660 |

10.100.236.48  Link
10.100.3651  Link

4An 4NN Ae - e

1015, 650 1700, 850
1015, 650 1015, 500 -

ner oern e nnn

1M-h-Mlaglag-h-Eh—lﬂdMU1d‘:N—lM—l—tM—l

Add | Edit |Dele¢e|A|v Change... | Delete.. | UpdateMapl

ok | caned | spoh |

Page 169



PathSolutions TotalView

Sending Emailed Reports

Reports can be emailed to users whenever desired or on regular schedules.

To set up a report to be sent, create a text file with a text editor such as Notepad. This file should contain
four fields, separated by at least one <TAB> character:

;Email Address Template File Device Interface
jdoe@company.com IntMailDetailDaily.txt 192.168.1.1 1
jdoe@company.com IntMailSummartyDaily.txt 192.168.6.12 14
jdoe@company.com SystemMailDaily.txt / /

The first field is the Email address where the report should be sent.

The second field is the email template file to use to send the report. Templates can be found in the
“MailTemplates” subdirectory.

The third field references a monitored device. This field may or may not be required depending on the
template used. If a system-wide report is used it does not need a specific device to be referenced and a
slash ‘/’ should be used instead.

The fourth field references a specific interface on the specified device. If the report is a system-wide
report or a device report no interface needs to be specified and a slash /' can be used instead.

Save this file with any filename that ends in “.cfg” in the “ReportSend” subdirectory and the report(s) will
be sent during the next polling period and the file deleted.

Note: It's valuable to save this file in an alternate directory first and then copy it to the “ReportSend”
directory when you want it to be sent.

Note: This process can be automated via the Windows Task manager to schedule reports to be sent on
a regular basis.

Note: Allfiles in the “ReportSend” directory with the extension .cfg will be processed and deleted every
poll period.
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Creating Email Report Templates

Existing email report templates are located in the “MailTemplates” directory.

They can be edited with a text editor and copied to create new templates. The format of the templates
includes standard MIME encapsulation headers and definitions for multipart messages (HTML and

embedded graphics).

PathSolutions’ TotalView will pre-process the template and add data elements using the %ELEMENT%

replacement strings.

Available replacement strings are as follows:

%%

%DATE%

%TIME%
%COMMENT-START%
%COMMENT-END%
%CUSTOMERNUMBER%
%CUSTOMERLOCATION%
%LICENSEDINTERFACES%
%LICENSEEXPIRATION%
%RESELLERNUMBER%
%INTERFACES%
%VERSION%
%REVISION%
%PRODNUMBER%
%PRODNAME%
%COMPANYNAME%
%EMAILADDRESS%
%LICENSEDAYSLEFT%
%URL-HOME%
%URL-HEALTH%
%URL-GRAPHICS%
%URL-FAVORITES%
%FAVORITES%
%FAVORITES*%
%ISSUES%

%ISSUES*%
%ISSUES#%
%URL-ISSUES%
%STATUS-PERCENT%
%STATUS-ERR%
%STATUS-UTIL%
%STATUS-RESULT%
%STATUS-COLOR%
%IFSTATUS-GOOD%
%IFSTATUS-DEGRADED%
%ENDIF%
%IFDEVICE-CISCO%
%ENDIF-CISCO%
%IFLICENSE-VOIP%
%ENDIF-VOIP%
%TOPCOUNT%
%TOPERRORS%
%TOPERRORS*%
%URL-TOPERRORS%
%TOPTRANSMITTERS%
%TOPTRANSMITTERS*%
%URL-TOPTRANSMITTERS %
%TOPRECEIVERS%
%TOPRECEIVERS*%
%URL-TOPRECEIVERS%
%TOPLATENCY%
%TOPLATENCY*%
%URL-TOPLATENCY %
%TOPJITTER%
%TOPJITTER*%
%URL-TOPJITTER%

Prints percent sign

Prints current date

Prints current time

Starts a comment area that won’t be sent in the email

Ends a comment area

Prints the licensed customer number

Prints the licensed customer location

Prints the licensed interface count

Prints the license expiration

Prints the reseller number

Prints the number of monitored interfaces

Prints the version of the program

Prints the revision of the program

Prints the product license number

Prints the product name

Prints the company name

Prints the email address(es) that this email will be sent to

Prints the number of licensed days remaining

Prints the full URL to the home page

Prints the full URL to the health page

Prints the full URL to the graphics directory

Prints the full URL to the favorites page

Prints a text table of favorite interfaces

Prints an HTML table of favorite interfaces

Prints a text table of current issues

Prints an HTML table of current issues

Prints the current number of issues

Prints the full URL to the issues page

Prints the current health percentage

Prints the configured error threshold level

Prints the configured utilization threshold level

Prints “Good” or “Degraded” depending if there are any issues
Prints “#008000” or “#FF0000” depending if there are any issues
Prints the following if there are no issues

Prints the following if there are issues

Ends a conditional IFSTATUS section

Prints the following if it is a Cisco device

Ends conditional for Cisco device

Prints the following if the system is licensed for VolP

Ends conditional for VolIP License

Prints the number of interfaces configured for the Top list

Prints a text table of top interfaces with errors

Prints an HTML table of top interfaces with errors

Prints the full URL to the top errors page

Prints a text table of the top interfaces with the most data transmitted by utilization
Prints an HTML table showing the top interfaces with the most data
Prints the full URL to the current top transmitters web page
Prints a text table of the top Interfaces with highest daily received rates
Prints an HTML table showing the top Interfaces with highest daily received
Prints the full URL to the current top receivers web page

Prints a text table of the top devices with the highest daily latency sorted by latency

Prints an HTML table showing top devices with the highest daily latency sorted by latency

Prints the full URL to the current top devices with the highest daily latency

Prints a text table of the top devices with the highest daily jitter sorted by jitter
Prints an HTML table showing top devices with the highest daily jitter sorted by jitter
Prints the full URL to the current top devices with the highest daily jitter
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%TOPLOSS%
%TOPLOSS*%
%URL-TOPLOSS%
%TOPTALKERS%
%TOPTALKERS*%
%URL-TOPTALKERS%
%TOPLISTENERS%
%TOPLISTENERS*%
%URL-TOPLISTENERS%
%ADMINDOWN%
%ADMINDOWN*%
%ADMINDOWN#%
%URL-ADMINDOWN%
%OPERDOWN%
%OPERDOWN*%
%OPERDOWN#%
%URL-OPERDOWN%
%POLLDELAY %
%SAVESTATSTICKCOUNT%
%SAVESTATSTICKCOUNTAVG%
%POLLTICKCOUNT%

%POLLTICKCOUNTAVG%

%ANALYZETICKCOUNT%
%ANALYZETICKCOUNTAVG%
%OUTPUTTICKCOUNT%
%OUTPUTTICKCOUNTAVG%
%POLLHOURS%
%POLLMINUTES%
%POLLSECONDS%
%POLLFAILSECONDS%
%POLLFAILTABLE%
%POLLFAILTABLE*%
%SYSTEM-DAILY-UTIL%
%SYSTEM-DAILY-ERRORS%
%SYSTEM-DAILY-ISSUES%
%SYSTEM-DAILY-INTERFACES%
%SYSTEM-WEEKLY-UTIL%
%SYSTEM-WEEKLY-UTIL%
%SYSTEM-WEEKLY-ISSUES%
%SYSTEM-WEEKLY-INTERFACES%
%SYSTEM-MONTHLY-UTIL%
%SYSTEM-MONTHLY-ERRORS%
%SYSTEM-MONTHLY-ISSUES %
%SYSTEM-MONTHLY-INTERFACES%
%SYSTEM-YEARLY-UTIL%
%SYSTEM-YEARLY-ERRORS%
%SYSTEM-YEARLY-ISSUES%
%SYSTEM-YEARLY-INTERFACES%
%URL-DEVICE%
%DEVICE-NUMBER%
%DEVICE-AGENT%
%DEVICE-GROUP%
%DEVICE-CONTRACT-DATE%
%DEVICE-CONTRACT-ID%
%DEVICE-CONTRACT-PHONE%
%DEVICE-DESCRIPTION%
%DEVICE-INTERFACES%
%DEVICE-ADMINDOWN%
%DEVICE-OPERDOWN%
%DEVICE-INT-DESCRIPTION%
%DEVICE-LOCATION%
%DEVICE-CONTACT%
%DEVICE-NAME%
%DEVICE-SERIALNO%
%DEVICE-CPU%
%DEVICE-RAM%
%DEVICE-DAILY-UTIL%
%DEVICE-DAILY-CPU%
%DEVICE-DAILY-RAM%
%DEVICE-DAILY-LATENCY%
%DEVICE-DAILY-JITTER%

Prints a text table to the top devices with the highest daily loss sorted by loss
Prints an HTML table showing top devices with the highest daily loss sorted by loss
Prints the full URL to the current top devices with the highest daily loss
Prints a text table of top talkers

Prints an HTML table of top talkers

Prints the full URL to the top talkers page

Prints a text table of top listeners

Prints an HTML table of top listeners

Prints the full URL to the top listeners page

Prints a text table of admin down interfaces

Prints an HTML table of admin down interfaces

Prints the number of admin down interfaces

Prints the full URL to the admin down page

Prints a text table of oper down interfaces

Prints an HTML table of oper down interfaces

Prints the number of oper down interfaces

Prints the full URL to the oper down page

Prints the current configured poll delay

Prints the number of ticks (ms) required during the last poll to save statistics to disk
Prints the average number of ticks (ms) required to save statistics to disk
Prints the number of ticks (ms) required during the last poll to collect SNMP information
from all devices

Prints the average number of ticks (ms) required to collect SNMP information from all
devices

Prints the number of ticks (ms) required during the last poll to analyze all data
Prints the average number of ticks (ms) required to analyze all data

Prints the number of ticks (ms) required during the last poll to write output information
Prints the average number of ticks (ms) required to write output information
Prints the configured poll delay hours

Prints the configured poll delay minutes

Prints the configured poll delay seconds

Prints the number of seconds that the last poll failed by

Prints the text version of the poll fail table

Prints the HTML version of the poll fail table

Prints base64 encoding of the daily aggregate utilization graph

Prints base64 encoding of the daily overall errors graph

Prints base64 encoding of the daily overall issues graph

Prints base64 encoding of the daily interfaces graph

Prints base64 encoding of the weekly aggregate utilization graph

Prints base64 encoding of the weekly overall errors graph

Prints base64 encoding of the weekly overall issues graph

Prints base64 encoding of the weekly interfaces graph

Prints base64 encoding of the monthly aggregate utilization graph

Prints base64 encoding of the monthly overall errors graph

Prints base64 encoding of the monthly overall issues graph

Prints base64 encoding of the monthly interfaces graph

Prints base64 encoding of the yearly aggregate utilization graph

Prints base64 encoding of the yearly overall errors graph

Prints base64 encoding of the yearly overall issues graph

Prints base64 encoding of the yearly interfaces graph

Prints the full URL to the specified device page

Prints the device number

Prints the device agent (IP address)

Prints the configured group for the device

Prints the configured device service contract date

Prints the configured device ID number associated with the service contract
Prints the configured device service contract phone number

Prints the configured device description

Prints the number of interfaces for the device

Prints the number of admin down interfaces on the device

Prints the number of oper down interfaces on the device

Prints the device internal description (sysDescr)

Prints the device configured location (sysLocation)

Prints the device configured contact (sysContact)

Prints the device configured name (sysName)

Prints the device serial number (Cisco IOS only)

Prints the device current CPU utilization graph (Cisco 10S only)

Prints the device current RAM utilization graph (Cisco I0S only)

Prints base64 encoding of the daily device overall utilization graph

Prints base64 encoding of the daily CPU utilization graph (Cisco 10S only)
Prints base64 encoding of the daily RAM utilization graph (Cisco 10S only)
Prints base64 encoding of the daily latency graph (VolP only)

Prints base64 encoding of the daily jitter graph (VolP only)
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%DEVICE-DAILY-LOSS%
%DEVICE-DAILY-MOS%
%DEVICE-WEEKLY-UTIL%
%DEVICE-WEEKLY-CPU%
%DEVICE-WEEKLY-RAM%
%DEVICE-WEEKLY-LATENCY %
%DEVICE-WEEKLY-JITTER%
%DEVICE-WEEKLY-LOSS%
%DEVICE-WEEKLY-MOS%
%DEVICE-MONTHLY-UTIL%
%DEVICE-MONTHLY-CPU%
%DEVICE-MONTHLY-RAM%
%DEVICE-MONTHLY-LATENCY%
%DEVICE-MONTHLY-JITTER%
%DEVICE-MONTHLY-LOSS%
%DEVICE-MONTHLY-MOS%
%DEVICE-YEARLY-UTIL%
%DEVICE-YEARLY-CPU%
%DEVICE-YEARLY-RAM%
%DEVICE-YEARLY-LATENCY %
%DEVICE-YEARLY-JITTER%
%DEVICE-YEARLY-LOSS%
%DEVICE-YEARLY-MOS%
%URL-INT%
%INT-NUMBER%
%INT-DESCRIPTION%
%INT-ALIAS%

%INT-NAME %
%INT-DAILYERRORRATE%
%INT-DAILYERRORRATECOLOR%
%INT-DAILYTXRATE%
%INT-DAILYTXRATECOLOR%
%INT-DAILYRXRATE%
%INT-DAILYRXRATECOLOR%
%INT-SPEED%
%INT-DUPLEX%
%INT-ADMINSTATUS%
%INT-OPERSTATUS%
%INT-TXBROADCAST%
%INT-RXBROADCAST%
%INT-ADMINSTATUSLAST%
%INT-OPERSTATUSLAST%
%INT-CURRTXUTIL%
%INT-CURRRXUTIL%
%INT-CURRERRPCT%
%INT-DAILY-BPS%
%INT-DAILY-PCT%
%INT-DAILY-PPCT%
%INT-DAILY-PKTS%
%INT-DAILY-BCSTS%
%INT-DAILY-ERRORS%
%INT-WEEKLY-BPS%
%INT-WEEKLY-PCT%
%INT-WEEKLY-PPCT%
%INT-WEEKLY-PKTS%
%INT-WEEKLY-BCSTS%
%INT-WEEKLY-ERRORS%
%INT-MONTHLY-BPS%
%INT-MONTHLY-PCT%
%INT-MONTHLY-PPCT%
%INT-MONTHLY-PKTS%
%INT-MONTHLY-BCSTS%
%INT-MONTHLY-ERRORS%
%INT-YEARLY-BPS%
%INT-YEARLY-PCT%
%INT-YEARLY-PPCT%
%INT-YEARLY-PKTS%
%INT-YEARLY-BCSTS%
%INT-YEARLY-ERRORS%
%INT-POESTATE%
%INT-POESTATELAST %
%INT-POEMAXDRAW %

Prints base64 encoding of the daily loss graph (VolP only)

Prints base64 encoding of the daily MOS graph (VolP only)

Prints base64 encoding of the weekly device overall utilization graph
Prints base64 encoding of the weekly CPU utilization graph (Cisco 10S only)
Prints base64 encoding of the weekly RAM utilization graph (Cisco 10S only)
Prints base64 encoding of the weekly latency graph (VolP only)
Prints base64 encoding of the weekly jitter graph (VolP only)

Prints base64 encoding of the weekly loss graph (VolP only)

Prints base64 encoding of the weekly MOS graph (VolP only)

Prints base64 encoding of the monthly device overall utilization graph
Prints base64 encoding of the monthly CPU utilization graph (Cisco IOS only)
Prints base64 encoding of the monthly RAM utilization graph (Cisco IOS only)
Prints base64 encoding of the monthly latency graph (VolP only)
Prints base64 encoding of the monthly jitter graph (VolP only)

Prints base64 encoding of the monthly loss graph (VolIP only)

Prints base64 encoding of the monthly MOS graph (VolP only)
Prints base64 encoding of the yearly device overall utilization graph
Prints base64 encoding of the yearly CPU utilization graph (Cisco 10S only)
Prints base64 encoding of the yearly RAM utilization graph (Cisco |0S only)
Prints base64 encoding of the yearly latency graph (VolIP only)
Prints base64 encoding of the yearly jitter graph (VolP only)

Prints base64 encoding of the yearly loss graph (VolP only)

Prints base64 encoding of the yearly MOS graph (VolP only)

Prints the full URL to the specified interface page

Prints the interface number

Prints the interface description

Prints the interface alias

Prints the interface name

Prints the daily peak error rate

Prints the daily peak error rate color

Prints the peak daily transmit rate

Prints the peak daily transmit rate color

Prints the peak daily receive rate

Prints the peak daily receive rate color

Prints the interface speed of the interface

Prints the interface duplex of the interface

Prints the current admin status of the interface

Prints the current oper status of the interface

Prints the transmit broadcast rate of the interface

Prints the receive broadcast rate of the interface

Prints the last admin status of the interface

Prints the last oper status of the interface

Prints the current (last poll) transmit rate of the interface

Prints the current (last poll) receive rate of the interface

Prints the current (last poll) error rate of the interface

Prints base64 encoding of the daily bits per second graph

Prints base64 encoding of the daily percentage graph

Prints base64 encoding of the daily peak percentage graph

Prints base64 encoding of the daily packets graph

Prints base64 encoding of the daily broadcasts graph

Prints base64 encoding of the daily errors graph

Prints base64 encoding of the weekly bits per second graph

Prints base64 encoding of the weekly percentage graph

Prints base64 encoding of the weekly peak percentage graph

Prints base64 encoding of the weekly packets graph

Prints base64 encoding of the weekly broadcasts graph

Prints base64 encoding of the weekly errors graph

Prints base64 encoding of the monthly bits per second graph

Prints base64 encoding of the monthly percentage graph

Prints base64 encoding of the monthly peak percentage graph
Prints base64 encoding of the monthly packets graph

Prints base64 encoding of the monthly broadcasts graph

Prints base64 encoding of the monthly errors graph

Prints base64 encoding of the yearly bits per second graph

Prints base64 encoding of the yearly percentage graph

Prints base64 encoding of the yearly peak percentage graph

Prints base64 encoding of the yearly packets graph

Prints base64 encoding of the yearly broadcasts graph

Prints base64 encoding of the yearly errors graph

Current PoE state

Last PoE state

Maximum power draw of an interface
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Establishing Device Parent-Child Relationships

Parent-child relationships can be established so alerts for subordinate devices are not received when the
parent device is unresponsive.

This can reduce and/or eliminate the large number of device outage alerts that are received when one
device goes down, permitting you to focus your energies on responding to the one device that did fail.

Relationships are established via the ParentList.cfg file. Edit this file with a text editor like Notepad and
enter your devices. Each “Child Device” should have one or more “Parent Device” defined.

;CHILD DEVICE PARENT DEVICE
192.168.1.56 192.168.1.12
192.168.1.12 192.168.1.1
192.168.1.12 192.168.1.2

In the above example, if 192.168.1.12 goes down, the child device 192.168.1.56 will not generate an alert
if it is unreachable.

In the above example, if 192.168.1.1 goes down, the child device 192.168.1.12 will still generate an alert
because another parent is defined as a means of reaching it. If both 192.168.1.1 and 192.168.1.2 are
down, then no alert will be generated for 192.168.1.12.

After saving this file, the service should be stopped and re-started to have it take effect.
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Troubleshooting

There are no devices listed on the web page
The Quick Config Wizard will attempt to locate any devices that are configured to respond to
SNMP. You should check to make sure that SNMP is enabled on your network devices and that
the device will respond to SNMP queries from the PathSolutions’ TotalView computer.

You can use the PollDevice program to test SNMP communications to/from a network device to
validate that it is responding to queries with your community string.

Nothing happens when the service starts or the service fails to start
Check the Windows Event Application log to see what the problem is. Detailed error descriptions
have been created to help you determine what the program needs to be able to operate correctly.

PathSolutions’ TotalView does not check all of my interfaces
If you have more interfaces on your network than you possess license keys, then PathSolutions’
Totalview adds a notice at the bottom of all web pages informing you that there are not enough
licenses to monitor all of your interfaces.
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Frequently Asked Questions

| want to customize the Network Weather Report emails that are sent. How do | do this?
If you want to modify the Network Weather Report emails that are sent, modify the
"WeatherMail.txt" file in the directory where you installed the program.

How do you clear out the utilization statistics?
PathSolutions’ TotalView saves statistics in files in the “Data” directory where you installed the
program. Each filename corresponds to a device on your network. You should stop the
PathSolutions’ TotalView Service before deleting files.

How many interfaces can | monitor with PathSolutions’ TotalView?
The collection engine at the core of PathSolutions’ TotalView has been tested to be able to
monitor networks with 50,000 interfaces within a 5-minute polling period. Make sure you have
adequate RAM for the service if you plan on monitoring a lot of interfaces.

Is PathSolutions’ TotalView safe to use on the Internet?
PathSolutions’ TotalView has been tested for buffer overflow errors from browsers to make sure
that it is safe to use on Intranets, Extranets, and the Internet. If you intend to use the product
over the Internet, care should be taken to limit access to only IP addresses that should be able to
access the PathSolutions’ TotalView machine, and not permit general access. You should enable
authentication and require passwords to be used to access the system.

Note: The PathSolutions’ TotalView Passwords are sent in Base64 encoding. This provides simple
encryption of passwords and accounts, and should only be used to deter casual hackers.
In general, a VPN should be employed to provide security between a computer on the Internet
and the TotalView Server. The PathSolutions’ TotalView Accounts should be used as a method
of preventing internal users from accessing network information.

Why are the transmitted and received information reversed?
When you view statistics, they should be viewed from the switch interface's perspective. If your
backup server is receiving lots of information at 2:00am, the switch interface that connects to the
backup server would be transmitting a lot of information to the backup server.

How do | assign descriptive names to interfaces?
If your switch does not allow you to assign names to each interface, PathSolutions’ TotalView can
allow you to assign names to each interface. Edit the IntDescription.cfg file in the directory where
you installed the program.
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Appendix A: Error Descriptions
Alignment Errors

Rare event

Official definition: A count of frames received on a particular interface that are not an integral number of
octets in length and do not pass the FCS check. The count represented by an instance of this object is
incremented when the alignmentError status is returned by the MAC service to the LLC (or other MAC
user). Received frames for which multiple error conditions are obtained, according to the conventions of
IEEE 802.3 Layer Management, are counted exclusively according to the error status presented to the
LLC.

Basic definition: All frames on the segment should contain a number of bits that are divisible by eight (to
create bytes). If a frame arrives on an interface that includes some spare bits left over, the interface does
not know what to do with the spare bits. Example: If a received frame has 1605 bits, the receiving
interface will count 200 bytes and will have 5 bits left over. The Ethernet interface does not know what to
do with the remaining bits. It will discard the bits and increment the Alignment Error count. Because of
these remaining bits, it is more likely that the CRC check will fail (causing FCS Errors to increment) as
well.

What you should do to fix this problem:

Cause 1: If you have a switch port configured for full-duplex, and the workstation is configured for half-
duplex, (or vice-versa) the network connection will still pass traffic, but the full-duplex side of the network
will report Alignment Errors (it cannot report any collisions because it cannot detect collisions on a full-
duplex link). The half-duplex side of the network will report collisions correctly, and will not detect any
abnormalities. Check to see if there is a duplex mismatch on this interface.

Cause 2: Occasionally, a collision can create an alignment error. If you have a segment with lots of
collisions, and you see occasional alignment errors, you should solve the collision problem and then note
if the alignment error problem also goes away. Implement full-duplex to solve the collision and the
alignment problem.

Cause 3: Sometimes alignment errors will increment when there is induced noise on the physical cable.
Perform a cable test. Check the environment for electrical changes (industrial electrical motor turning on,
EMI radiation, etc.). Make sure your physical wiring is safe from electro-magnetic interference.

Cause 4: If you have alignment errors that occur without collisions, it usually means that you have a bad
or corrupted software driver on a machine on that segment. Check to see what new machines have been
added to that segment, or new network cards and/or drivers.

Carrier Sense Errors
Rare event

Official definition: The number of times that the carrier sense condition was lost or never asserted when
attempting to transmit a frame on a particular interface. The count represented by an instance of this
object is incremented at most once per transmission attempt, even if the carrier sense condition fluctuates
during a transmission attempt.

Basic definition: Carrier Sense Errors occur when an interface attempts to transmit a frame, but no carrier
is detected, and the frame cannot be transmitted.
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What you should do to fix this problem:

Cause 1: Carrier Sense Errors can occur when there is an intermittent network cabling problem. Check
for cable breaks that may cause occasional outages. Use a cable tester to insure that the physical
cabling is good.

Cause 2: Carrier Sense Errors can occur when the device connected to the interface has a failing network
interface card (NIC). The network card connected to this interface should be replaced.

Deferred Transmissions
Common event

Official definition: A count of frames for which the first transmission attempt on a particular interface is
delayed because the medium is busy. The count represented by an instance of this object does not
include frames involved in collisions.

Basic definition: If an interface needs to transmit a frame, but the network is busy, it increments Deferred
Transmissions. Transmissions that are deferred are buffered up and sent at a later time when the network
is available again.

What you should do to fix this problem:

Cause 1: Deferred Transmissions can be deferred because of non-collision media access problems. For
example: If the network is constantly busy (and a network card cannot get a word in edgewise), there is a
media access problem (the NIC cannot get control of the network). This kind of deferred transmission is
usually associated with Single or Multiple Collision Frames. Implementing a full-duplex connection can
solve this problem.

Cause 2: Deferred Transmissions can be created on a switch or bridge that is forwarding packets to a

destination machine that is currently using its network segment to transmit. This can usually be solved by
implementing a full-duplex connection (if possible) on the segment.

Excessive Collisions
Rare event

Official definition: A count of frames for which transmission on a particular interface fails due to excessive
collisions.

Basic definition: If there are too many collisions (beyond Multiple Collision Frames), the transmission will
fail.

What you should do to fix this problem:

Cause 1: A faulty NIC can cause Excessive Collisions. Check the network cards on the segment to insure
that they are functioning correctly.

Cause 2: A failed transceiver can cause Excessive Collisions. Check the transceivers on the segment to
insure that they are functioning correctly.

Cause 3: Improper network wiring (wrong pairs, split pairs, crossed pairs) can cause Excessive Collisions.
Use a cable tester to insure that wiring is good.

Cause 4: A network segment with extremely high utilization and high collision rates can cause Excessive
Collisions. If utilization is high, attempt to implement full-duplex to solve this problem.
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FCS Errors

Rare event

Official definition: A count of frames received on a particular interface that are an integral number of
octets in length but do not pass the FCS (Frame Check Sequence) check. The count represented by an
instance of this object is incremented when the FrameCheckError status is returned by the MAC service
to the LLC (or other MAC user). Received frames for which multiple error conditions are obtained,
according to the conventions of IEEE 802.3 Layer Management, are counted exclusively according to the
error status presented to the LLC.

Basic definition: An FCS error is a legal sized frame with a bad frame check sequence (CRC error). An
FCS error can be caused by a duplex mismatch, faulty NIC or driver, cabling, hub, or induced noise.

What you should do to fix this problem:

Cause 1: FCS errors can be caused by a duplex mismatch on a link. Check to make sure that both
interfaces on this link have the same duplex setting.

Cause 2: Sometimes FCS errors will increment when there is induced noise on the physical cable.
Perform a cable test. Check the environment for electrical changes (industrial electrical motor turning on,
EMI radiation, etc.). Make sure your physical wiring is safe from electro-magnetic interference.

Cause 3: If you notice that FCS Errors increases, and Alignment Errors increase, attempt to solve the
alignment error problem first. Alignment errors can cause FCS errors.

Cause 4: If you see FCS errors increase, check the network cards and transceivers on that segment. A
failing network card or transceiver may transmit a proper frame, but garble the data inside, causing a FCS
error to be detected by listening machines.

Cause 5: Check network driver software on that segment. If a network driver is bad or corrupt, it may
calculate the CRC incorrectly, and cause listening machines to detect an FCS Error.

Cause 6: If you have an Ethernet cable that is too short (less than 0.5meters), FCS errors can be
generated.

Cause 7: If you have an Ethernet cable that is too long (more than 100meters), FCS errors can be
generated.

Cause 8: If you are using 10Base-2, and have poor termination, or poor grounding, FCS errors can be
generated.

Frame Too Longs
Rare event

Official definition: If a frame is detected on an interface that is too long (as defined by ifMTU), this counter
will increment.

Basic definition: Frame Too Longs occur when an interface has received a frame that is longer (in bytes)
than the maximum transmission unit (MTU) of the interface.

What you should do to fix this problem:
Cause 1: Switches that use VLAN (Virtual LAN) tagging of frames can cause FrameToolLongs. To solve

this specific problem, upgrade the device reporting the FrameToolLong error to support VLANS, or turn off
VLAN tagging on neighboring switches.
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Cause 2: Faulty NIC cards can cause FrameToolLongs. Check NIC cards on the segment to insure that
they are running correctly.

Cause 3: Cabling or grounding problems can cause FrameToolLongs. Use a network cable tester to
insure that the cabling is not too long, or out of specification for the technology you are using.

Cause 4: Software drivers that do not respect the correct MTU (Maximum Transmission Unit) of the
medium can cause FrameToolLongs. Check network drivers to make sure they are functioning properly.

Inbound Discards
Rare event

Official definition: The number of inbound packets which were chosen to be discarded even though no
errors had been detected to prevent their being deliverable to a higher-layer protocol. One possible
reason for discarding such a packet could be to free up buffer space.

Basic definition: If too many packets are received, and the protocol stack does not have enough
resources to properly handle the packet, it may be discarded.

What you should do to fix this problem:

Cause 1: Insufficient memory allocated for inbound packet buffers. Research how to increase the inbound
packet buffers on the interface. This may be modified in the device's configuration.

Cause 2: The CPU on the device may not be fast enough to process all of the inbound packets.
Employing a faster CPU may remedy this problem.

Inbound Errors
Rare event

Official definition: The number of inbound packets that contained errors preventing them from being
deliverable to a higher-layer protocol.

Basic definition: These packets contained one or more various data-link layer errors, and were thus
discarded before being passed to the network layer. The root cause of these errors are undefined. In
order to more accurately research these types of errors, you should deploy a packet analyzer in front of
this interface to track the specific errors that occur, as the device is not capable of tracking any additional
information relating to these errors. If this interface provides Ethernet specific errors, these errors may be
detailed in that section.

What you should do to fix this problem:
Cause 1: There are various sources of this type of error. The interface does not possess enough

information as to the exact cause of this error. Deploy a packet analyzer in front of this interface to
inspect the exact type of error that is occurring.
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Inbound Unknown Protocols
Common event

Official definition: The number of packets received via the interfaces which were discarded because of an
unknown or unsupported protocol.

Basic definition: If the physical and data-link layer do their job successfully and deliver a frame to the
correct MAC address, it is assumed that the requested protocol will be available on the machine. If the
protocol is not available, the frame is discarded. If your machine receives an AppleTalk packet, but your
machine is not running AppleTalk, it will discard the packet and increment this counter.

What you should do to fix this problem:

Cause 1: Broadcasts can cause inbound unknown protocol errors. If you have a Novell server on the
segment, it will send out periodic IPX broadcasts that some devices will not understand (because they do
not have the IPX protocol loaded in their network stack). This is a normal event. To attempt to reduce this,
work on reducing the number of different protocols that exist on your network, or install additional
protocols on your machines to be able to communicate with additional clients.

Cause 2: Inbound unknown protocols can be caused by mis-configurations of other machines. Check the
configurations of other machines on the network to try to determine why this machine is receiving an
unknown protocol. If inbound unknown protocols error is incrementing rapidly, attach a network analyzer
and look at the protocols that are being sent to this machine, and their source.

Outbound Discards

Rare event

Official definition: The number of outbound packets which were chosen to be discarded even though no
errors had been detected to prevent their being transmitted. One possible reason for discarding such a
packet could be to free up buffer space.

Basic definition: If too many packets are queued to be transmitted, and the network interface is not fast
enough to transmit all of the packets, it may be discarded.

What you should do to fix this problem:

Cause 1: Insufficient memory allocated for outbound packet buffers. This may be modified in the device's
configuration.

Cause 2: The network interface may not be fast enough to process all of the outbound packets.
Employing a faster speed interface may remedy this problem.
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Outbound Errors
Rare event

Official definition: The number of outbound packets that could not be transmitted because of errors.

Basic definition: These packets could not be transmitted due to one or more various data-link layer errors.
The root causes of these errors are undefined. In order to more accurately research these types of errors,
you should deploy a packet analyzer in front of this interface to track the specific errors that occur, as the
device is not capable of tracking any additional information relating to these errors. If this interface
provides Ethernet specific errors, these errors may be detailed in that section.

What you should do to fix this problem:

Cause 1: There are various sources of this type of error. The interface does not possess enough
information as to the exact cause of this error. Deploy a packet analyzer in front of this interface to
inspect the exact type of error that is occurring.

Outbound Queue Length

Common event

The length of the output packet queue (in packets) number should return to zero in a short amount of
time. If it ends up being any non-zero value for any length of time, you should consider upgrading the
interface to a faster technology, or full duplex (if not already enabled).

Internal Mac Transmit Errors
Rare event

Official definition: A count of frames for which transmission on a particular interface fails due to an internal
MAC sub layer transmit error. A frame is only counted by an instance of this object if it is not counted by
the corresponding instance of the dot3StatsLateCollisions object, the dot3StatsExcessiveCollisions
object, or the dot3StatsCarrierSenseErrors object. The precise meaning of the count represented by an
instance of this object is implementation-specific. In particular, an instance of this object may represent a
count of transmission errors on a particular interface that are not otherwise counted.

Basic definition: If a transmission error occurs, but is not a late collision, excessive collision, or carrier
sense error, it is counted as an error here. NIC vendors may identify these kinds of errors specifically.
Check with the device's manufacturer to determine their interpretation of InternalMacTransmitErrors.

What you should do to fix this problem:

Cause 1: A faulty network transmitter can cause InternalMACTransmitErrors. Check the device to insure
that it is functioning correctly.

Cause 2: Check with the device's manufacturer to determine what their interpretation is of
InternalMACTransmitErrors.

Late Collisions
Rare event

Official definition: The number of times that a collision is detected on a particular interface later than 512
bit-times (64 bytes) into the transmission of a packet. Five hundred and twelve bit-times corresponds to
51.2 microseconds on a 10-megabit per second system. A (late) collision included in a count represented
by an instance of this object is also considered as a (generic) collision for purposes of other collision-
related statistics.
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Basic definition: Collisions should be detected within the first 64 bytes of a transmission. If an interface
transmits a frame and detects a collision before sending out the first 64 bytes, it declares it to be a
"normal collision" and increments Single Collision Frames (or Multiple Collision Frames if more collisions
follow). If an interface transmits a frame and detects a collision after sending out the first 64 bytes, it
declares it to be a Late Collision. If a machine detects a Late Collision, it will treat the collision like any
other collision (send a jam signal, and wait a random amount of time before attempting to retransmit). The
other sending machine may or may NOT have detected the collision because it was so late in the
transmission. The other sending machine may detect the collision AFTER it is done sending its frame,
and will believe that its frame was sent out successfully.

What you should do to fix this problem:

Cause 1: A duplex mismatch can cause Late Collisions. Check to make sure that the duplex settings on
both interfaces are set to use the same duplex.

Cause 2: A faulty NIC card on the segment can cause Late Collisions.

Cause 3: Late Collisions can be caused by a network that is physically too long. A network is physically
too long if the end-to-end signal propagation time is greater than the time it takes to transmit a legal sized
frame (about 57.6 microseconds). Check to make sure you do not have more than five hubs connected
end-to-end on a segment, counting transceivers and media-converters as a two-port hub. Also check
individual NIC cards for transmission problems.

Cause 4: If you have a switch on the network that is configured for "low-latency" forwarding (anything
except "store and forward"), it may be causing the Late Collisions. Low latency forwarding ends up having
the switch act like a very slow hub. It reduces traffic like a switch, but does not insure that frames reach
the destination successfully. The frame "worms" its way through multiple switches, slowing down at each
switch. If there is a collision on the end segment, the frame gets dropped by the switch, and the
transmitting workstation does not detect that the frame was dropped. To fix this, do not use "low-latency"
forwarding features on switches that are hooked up to other switches with "low-latency" forwarding
features. Configure the switches to use "store and forward" forwarding methodology.

MAC Receive Errors
Rare event

Official definition: A count of frames for which transmission on a particular interface fails due to an internal
MAC sub layer transmit error. A frame is only counted by an instance of this object if it is not counted by
the corresponding instance of the dot3StatsLateCollisions object, the dot3StatsExcessiveCollisions
object, or the dot3StatsCarrierSenseErrors object. The precise meaning of the count represented by an
instance of this object is implementation-specific. In particular, an instance of this object may represent a
count of transmission errors on a particular interface that are not otherwise counted.

Basic definition: This is the number of frames that could not be transmitted due to an unknown problem.
This unknown problem is not related to collisions or carrier sense errors. The device manufacturer's
documentation may provide additional information on locating the source of these errors.

What you should do to fix this problem:
Cause 1: There are various sources of this type of error. The interface does not possess enough

information as to the exact cause of this error. Contact the device manufacturer to determine how they
define the MacReceiveError and how to fix this problem.
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Multiple Collision Frames
Rare event

Official definition: A count of successfully transmitted frames on a particular interface for which
transmission is inhibited by more than one collision. A frame that is counted by an instance of this object
is also counted by the corresponding instance of either the ifOutUcastPkts or ifOutNUcastPkts object and
is not counted by the corresponding instance of the dot3StatsSingleCollisionFrames object.

Basic definition: If a network interface attempts to transmit a frame, and detects a collision, it will attempt
to re-transmit the frame after the collision. If the retransmission also causes a collision, then Multiple
Collision Frames is incremented.

What you should do to fix this problem:

Cause 1: A faulty NIC or transceiver can cause Multiple Collision Frames. Check the network cards and
transceivers on the segment for failures.

Cause 2: An extremely overloaded network can cause Multiple Collision Frames (average utilization
should be less than 40%).

Cause 3: If you are using 10Base-2, and have poor termination, or poor grounding, Multiple Collision
Frames can be generated.

Cause 4: If you have a bad hardware configuration (like creating an Ethernet ring), Multiple Collision
Frames can be generated.

Single Collision Frames
Common event

Official definition: A count of successfully transmitted frames on a particular interface for which
transmission is inhibited by exactly one collision. A frame that is counted by an instance of this object is
also counted by the corresponding instance of either the ifOutUcastPkts or ifOutNUcastPkts object and is
not counted by the corresponding instance of the dot3StatsMultipleCollisionFrames object.

Basic definition: If a network interface attempts to transmit a frame, and detects a collision, it will attempt
to re-transmit the frame after the collision. If the retransmission was successful, then the event is logged
as a single collision frame.

What you should do to fix this problem:

Cause 1: Single Collision Frames can be caused by multiple machines wanting to transmit at the same
time. This is a normal occurrence on Ethernet.

Cause 2: If Single Collision Frames increases dramatically, this could indicate that the segment is
becoming overloaded (too many machines on the segment or too many heavy talkers on the segment).
As the segment continues to become overloaded, Single Collision Frame count may decrease, as
Multiple Collision Frames increases. Converting the segment to a switched environment may solve this
problem. Another possible solution is to reduce the number of machines on this segment, or install a
bridge to segregate the segment into two halves.

Cause 3: Single Collision Frames can be caused by poor wiring or induced noise. Use a cable tester to
insure that the physical cable is good.

Cause 4: Single Collision Frames can be caused by a bad network interface card, or failing transceiver.
Check to make sure the network cards and transceivers on the segment are functioning correctly.
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SQE Test Errors

Rare event

Official definition: A count of times that the SQE TEST ERROR message is generated by the PLS sub
layer for a particular interface. The SQE TEST ERROR message is defined in section 7.2.2.2.4 of
ANSI/IEEE 802.3-1985 and its generation is described in section 7.2.4.6 of the same document.

Basic definition: SQE stands for "Signal Quality Error", and may also be referred to as the Ethernet
"heartbeat". With early Ethernet cards that required transceivers, the transceiver would send a "Signal
Quality Error" back to the Ethernet card after each frame was transmitted to insure that the collision
detection circuitry was working. With modern network cards, this SQE test can cause network cards to
believe that an actual collision occurred, and a collision is sent out on the network when a SQE test is
detected. This can seriously degrade network performance, as each frame successfully transmitted on
the network is followed by a collision caused by the SQE test.

What you should do to fix this problem:

Cause 1: SQE Test Errors can be caused by a transceiver that have the "SQE test" dip switch turned on
(it should be turned off). Check the switch settings on all transceivers on the segment.

Cause 2: SQE Test errors can be caused by broken transceivers. Check for failed transceivers on the
segment.
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Appendix B: Saving PoE Usage to a Database

The system tracks current PoE status via the web reports. Historical power usage can be tracked over
time with a few modifications.

1) Run RegEdit
2) Navigate to HKEY_LOCAL_MACHINE/Software/NetLatency/SwitchMonitor
3) Create a new DWORD key “PollSQLitePoEFlag” and set it to 1

Note: The PathSolutions service does not need to be restarted to have this entry take effect.

The system will now create a file in the Data directory called PoEConsumption.dat. This data file is a
SQLite database that will track the consumption of all PSUs on all monitored switches.

The table structure is as follows:

Field Type Description

PollID Integer (PK) Primary key

Node Text Server unique identifier

PolINumber Integer Unique poll number for each poll performed
PollTime Text Time of poll

Agent Text IP address of switch

Device Text Hostname of switch

PSU Integer Power Supply Unit number reporting
Status Integer Status (1=0n, 2=0ff, 3=Faulty)
Rating Integer Total watts permitted for the PSU
Consumption Integer Current powers draw in watts

The index Pollindex can be used to speed up queries on large databases. It is indexed on PollID,
PollTime, and Agent.

The database can be queried using the command-line sqlite3.exe program located in the Data directory:
sqlite3 -csv —header PoEConsumption.dat “select * from PoEPoll;”
This information can be sent to a file with the command-line redirect for further processing:

sqlite3 -csv —header PoEConsumption.dat “select * from PoEPoll;”
>PoEStats.csv
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Appendix C: SMTP E-mail Forwarding

Most companies use SMTP gateways to allow email from the Internet to reach internal users.

This gateway is typically set up to receive emails that are destined for mailboxes on the company's
system.

If you configure PathSolutions’ TotalView to use your company's SMTP mail gateway, the gateway should
accept SMTP messages destined for internal users, but should not accept SMTP messages destined for
outside addresses.

For example:

If you configured PathSolutions’ TotalView to use "mail.company.com " as the SMTP mail gateway, and
set the "Globally send to" field to jdoe@company.com, the mail gateway would accept emails sent to this
address because it exists on the same domain. If the "Globally send to" field was set to
jdoe@outside.com, then the gateway would refuse this request because most mail systems do not allow
relaying of messages from one to another.

This is done by mail administrators to prevent abuse by spammers. Email spammers will search the
Internet for anonymous SMTP mail forwarders that they can use to send their emails out.

This allows them to send untraceable emails.

To allow PathSolutions’ TotalView to send emails to different domains, there are a number of solutions:
e Ask your ISP if they have an SMTP relay server that can be used by your machines. They may
have a server set up that will relay only your messages. In this case, you would configure
PathSolutions’ TotalView to use their SMTP relay server.
e Ask your email administrator to configure the SMTP gateway to allow relaying from the server
that PathSolutions’ TotalView is installed on.

Create a mail alias on your email system (for example: jdoe@company.com) that forwards to an outside
address (jdoe@outside.com).

A free SMTP mail relay agent (SMTP forwarder) is included with many Windows server's 1S
implementation.
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Appendix D: Configuring SNMP on Devices

A variety of device configuration instructions are available on the PathSolutions website:
http://www.PathSolutions.com/SwitchConfig.html

Other device manufacturer instructions should be available through the device manufacturer's website.
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Appendix E: Changing Interface Names and Speed

Many device manufacturers do not allow interface names to be changed to a descriptive name to help
document the network. In this case, PathSolutions’ TotalView can be configured to ignore the interface
description in the device and use information from a Config file.

Use a text editor such as Notepad to open the IntDescription.cfg file in the directory where PathSolutions’
TotalView is installed.

You should see a document with a description of how to enter the switch interfaces and descriptions.

The file is composed of a number of columns or fields; each separated by one or more <TAB> characters.

Note: The fields in the configuration file need to be separated by at least one <TAB> character, not
spaces.

Here is an example of a configuration file:

;This line is commented out

’

; IPAddress Interface Speed Description
192.168.1.10 1 / Internet connection
calvin.company.com 156 1544000 FEO/6

192.168.2.2 3 / Connection to New York

Semicolons can be used anywhere in the file to indicate that the rest of the line is a comment.

IP Addresses

The IP address of the switch must be entered to identify the device. If the Config file has a DNS name,
then that identical name should be used here to identify the same device.

Interface #

The interface number (as listed in the web reports) should be entered here. If you are unsure of the exact
number to use, reference your device manufacturer's documentation to map the SNMP interface numbers
to the physical addresses on the device. Then use your network documentation to determine what device
is physically connected to the interface on the device.

Speed

If you desire to override the reported interface speed, you can enter the speed in bits per second here.
For example: You may want to change the reported interface speed of a router interface connected to
the internet from 100 Mbps to the actual capacity of the link it is connected to (1.544 Mbps fora T1
connection). This will help to determine when the link utilization is exceeded. If you do not want to
override this information, enter a slash “/” to skip this field.

Description
Enter the description here. The description field should not contain a semicolon character.

Note: The service must be stopped and re-started after this file is modified in order to have the
descriptions take effect.
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Appendix F: Configuring Multiple Locations
If you have multiple PathSolutions’ TotalView implementations, PathSolutions’ TotalView can be
configured to make it easy to navigate between the sites.

Each web page will display tabs across the top of the web page indicating the site that you are viewing:

‘ SanFranciscol KA DEES

To configure multiple sites, use a text editor like Notepad to open the MultiSite.cfg file in the directory
where you installed the program:

For 32 Bit Operating Systems
C:\Program Files\PathSolutions\TotalView\MultiSite.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\PathSolutions\TotalView\MultiSite.cfg

You should see a document with a description of how to enter the site names and URLs.

The file is composed of a number of columns or fields; each separated by one or more <TAB> characters.

Note: The fields in the configuration file need to be separated by at least one <TAB> character, not
spaces.

Here is an example of a configuration file:

;Example for the San Francisco server:

’

;Current Site Name URL

YES San Francisco http://sfserver.company.com: 8084
NO New York http://nyserver.company.com: 8084
NO Chicago http://chicago.company.com: 8084

;Example for the New York server:

’

;Current Site Name URL

NO San Francisco http://sfserver.company.com: 8084
YES New York http://nyserver.company.com: 8084
NO Chicago http://chicago.company.com: 8084

Semicolons can be used anywhere in the file to indicate that the rest of the line is a comment.

Current

This field identifies which site should be highlighted. Only one site should be highlighted per Config file.
The Config file on the New York server should have "Yes" for the New York entry.

Site Name
This is the name that is displayed in the tab.
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URL

Enter the server's full URL and port here. This will allow linking from the other PathSolutions’ TotalView
Servers.

Note: The service must be stopped and re-started after this file is modified in order to have the links
work.

The order of the listed sites should be similar for each deployed site so the tabs will display correctly for
each site.
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Appendix G: Entering Custom OIDs to be Monitored

PathSolutions’ TotalView can monitor custom OIDs such as CPU utilization, memory usage, and
temperature if the device provides this information via SNMP.

The configuration file OIDEntry.cfg is used to configure custom OID monitoring. This file is found in the
directory where the program was installed.

Edit this file with a text editor like Notepad.

You will need to enter the following information to be able to set up monitoring of a custom OID:

IP address of the device (“10.0.1.16")

Interface to be associated with or “/” if you want to associate it with the device instead of an
interface (“23")

Unique filename for storing the data collected for this OID (“FRAMERELAY")

Description of this graph (“Frame Relay FECN & BECN”)

Y Axis description (“Packets”)

OID #1 Description (“FECN”")

OID #1 ("GAUGE:1.3.6.1.2.1.2.2.1.17.1")

OID #2 Description (“BECN”)

OID #2 (“GAUGE:1.3.6.1.2.2.1.18.1")

Note:

When entering the OID value, put the prefix “GAUGE:”, “COUNTER:”, or “COUNTER:8” in front of
the OID to identify how the OID should be tracked.

Note:

After saving this file, you will have to stop and restart the PathSolutions’ TotalView service for the
changes to take effect.
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Appendix H: Configuring Additional OUls for Phones Tab

A number of OUls (Organizationally Unique Identifiers) for various VolP equipment manufacturers have
already been added to the OUIFilter.cfg file. This file can be edited with a text editor (like Notepad) to add
additional OUls.

An OUl is the first three bytes of an Ethernet MAC address. The first three bytes are called the OUI
because they are unique to the equipment manufacturer. Thus, any MAC addresses that share the first
three bytes all come from a common manufacturer.

The OUIFilter.cfg file will require you to enter the OUI (each byte separated by a period “.”), then a tab,
then the name of the manufacturer.

Note: After saving this file, you will have to stop and restart the PathSolutions TotalView service for the
changes to take effect.
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Appendix I: Changing the Map File

The map file can be changed to any custom JPG file desired.
PathSolutions’ TotalView uses the map file:

For 32 Bit Operating Systems
C:\Program Files\PathSolutions\TotalView\Graphics\map.jpg

For 64 Bit Operating Systems
C:\Program Files (x86)\PathSolutions\TotalView\Graphics\map.jpg

Note: It's advised to rename the existing map file instead of overwriting this file so it can be used in the
future if desired. Otherwise you will need to uninstall and reinstall to recover the map file.

The map can be centered on the screen by modifying the following registry entries:

HKEY LOCAL MACHINE/Software/Netlatency/NetworkMonitor/DestWebMapStartX
HKEY LOCAL MACHINE/Software/Netlatency/NetworkMonitor/DestWebMapStartY

This will set the starting X and Y coordinates for the upper left corner of the map file. If you want the map
to initially display in the upper left corner, set both of these coordinates to 0 (zero).

After the map file has been replaced and the starting coordinates modified, stop and restart
PathSolutions’ TotalView Service to have the changes take effect.
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Appendix J: Changing the WAN Tab

The WAN tab can include any interface desired. This involves changing the WAN.cfg file with a text
editor (like Notepad):

For 32 Bit Operating Systems
C:\Program Files\PathSolutions\TotalView\wan.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\PathSolutions\TotallView\wan.cfg

This file requires entering two fields, each separated by one or more <TAB> characters.

;This is a list of WAN interfaces to display on the

; "WAN" tab.

;Interface numbers are entered in the following format:
iIP Address<TAB>Interface number

;For example:

;IPAddress Interface #

;192.168.12.15 43
;Enter your IP addresses and interface numbers below.
; IPAddress Interface #

After the WAN.cfg file has been modified and saved, stop and restart the PathSolutions’ TotalView
service to have the changes take effect.
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Appendix K: Adding a Static Route to the Call Path

If there is an unmanaged device (or set of devices) in the network, a static route can be added that will
allow the Call Path mapping to ignore these devices and show a continuous map through the network.

Many times, this may be required if a network provider does not permit SNMP access to their routers.
Adding a static route involves changing the StaticRoute.cfg file with a text editor (like Notepad):

For 32 Bit Operating Systems
C:\Program Files\PathSolutions\TotalView\StaticRoute.cfg

For 64 Bit Operating Systems
C:\Program Files (x86)\PathSolutions\TotalView\StaticRoute.cfg

This file requires entering five fields, each separated by one or more <TAB> characters.

;Router Address Router Subnet Route Mask NextHop
10.0.1.254 255.255.255.0 44 .44 .44 .44 255.255.255.255 38.102.148.163
10.100.36.60 255.255.255.0 10.100.37.1 255.255.255.0 10.100.37.1
10.100.37.1 255.255.255.0 10.100.36.1 255.255.255.0 10.100.36.60

The first and second fields reference the router’s IP address and subnet that should be used for the static
route. This is typically the unmanaged router’s IP address where packets are sent.

The third and fourth fields reference the route and subnet mask for that route.

Note: You can enter a default route by using the route of 0.0.0.0 and mask of 0.0.0.0.

Note: Static routes take priority over any actual routes that exist on the network.

The fifth field references where the call path mapping should continue. This is typically the far-end
router's LAN |P address.

Once the file is saved, the static route takes effectimmediately. No need to stop and restart the service
or collect re-collect information from switches & routers. This will help speed up troubleshooting and
debugging of static routes in the environment.

Note: More likely, two static routes will need to be created. One static route will need to be created for
the outbound traffic and one for the return traffic.
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Appendix L: Automatic Update Scheduling

Updating the bridge table, ARP cache, and routing table information can be automated to occur on a
regular frequency. The following registry entry can be used to do this:

UpdateAutoFrequency=0
By default, this entry is 0 (zero). This means that the information is not collected on any schedule.

The variable can be changed to any of the following recommended intervals:
300000 (decimal) = 5 minutes

600000 (decimal) = 10 minutes

1800000 (decimal) = 30 minutes

3600000 (decimal) = 1 hour

86400000 (decimal) = 1 day

Other intervals can be used, as the number is the number of milliseconds to wait between automatic
updates.

Note: The service must be stopped and restarted for this variable to take effect.
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Appendix M: Changing the Map Fetch Variables to Improve
Map Stability

You may be seeing white lines going from white to green to white or red dots going from red to
green to red. White lines means we did not get any SNMP response from the device. The red
dots mean that we did not get a response from the ping. There may be a problem with packet loss
to/from the device or the device may have a small CPU that causes the 2 pings to fail.

We have 5 seconds to respond to the web browser’s request for information. If a device is up, we
would send a ping and receive a response within 5 seconds so it’s easy to show that it’s green.

If we send a ping, we have to wait to see if we get a response. If we wait 2 seconds for the
response and don’t get one, we can send a second ping and then wait 2 seconds to get a response
again. If we don’t get a response from the second ping, then we should assume it is down.

Total View’s default does 1 ping and then waits 2500ms (2.5 seconds) for a response. If it does
not see a response, then it assumes it is down.

TotalView’s default now does 2 pings and then waits 1500 (1.5 seconds) for a response. If it
does not see a response, then it assumes it is down.

This can be adjusted in the registry with the following variables to help improve the
stability of the map:

Example of Variable Entry change in Bold below
Computer > HKEY LOCAL MACHINE > SOFTWARE > Wow6432Mode > Netlatency >
SwitchMonitor

DestWebMapPingRetries = 1
DestWebMapPingDelay = 2500

In this case, you can set the following:
DestWebMapPingRetries = 2
DestWebMapPingDelay = 1500

It should improve the reliability/stability of the pings on the network.

For fetching the SNMP information, the following registry variables apply:
DestWebMapSNMPRetries = 1
DestWebMapSNMPTimeout = 1000

In this case, you can set the following:
DestWebMapSNMPRetries = 2
DestWebMapSNMPTimeout = 1000
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Glossary

IETF - This acronym stands for the Internet Engineering Task Force, and is the governing body for all
standards that relate to Internet and associated communications technologies. Website: www.ietf.org

MAC — Media Access Control: This is a unique address that is used by Ethernet adapters to transmit and
receive frames on the network. They are only used for conveying layer 2 frames between nodes on a
LAN.

MIME - Multi-Purpose Internet Mail Extensions: This is an email standard that defines how different
content is handled inside email messages. This allows graphics, audio, HTML text, formatted text, and
video to be displayed correctly inside email messages. MIME is defined by the IETF's RFC1521
document, and is available on the IETF's website: http://www.ietf.org/rfc/rfc1521.txt?number=1521

Network Weather Report - System Monitor can email network reports to you on a daily basis. The
network Weather Report helps to keep you informed of the overall health of your network.

OSI - Open Systems Interconnect: This is a standard description or "reference model" for how services
are provided on a network.

OUI - Organizationally Unique Identifier: This is the identification of the first three bytes of an Ethernet
MAC address. The first three bytes are called the OUI because they are unique to the equipment
manufacturer. Thus, any MAC addresses that share the first three bytes all come from a common
manufacturer.

SNMP read-only community string - This is an SNMP password with the rights to be able to read
statistical information from a device.

SNMP - Simple Network Management Protocol. This protocol allows network management software (like
System Monitor) to communicate with network devices to read statistical information.

SMTP email address -- This is a standard Internet email address. For example: jdoe@company.com.

SMTP -- Simple Mail Transport Protocol. This protocol allows email clients and servers to communicate
over the Internet.
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